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# SEQUENCE TRANSFORMS RELATED TO REPRESENTATIONS USING GENERALIZED FIBONACCI NUMBERS 

V. E. HOGGATT, JR. (Deceased)
and
MARJORIE BICKNELL-JOHNSON
San Jose State University, San Jose, CA 95192

## 1. INTRODUCTION

We make use of the sequences $A=\left\{a_{n}\right\}$ and $B=\left\{b_{n}\right\}$, where $\left(a_{n}, b_{n}\right)$ are safe-pairs in Wythoff's game, described by Ball [1], and, more recently, by Horadam [2], Silber [3], and Hoggatt \& Hillman [4] to develop properties of sequences whose subscripts are given by $a_{n}$ and $b_{n}$.

Let $U=\left\{u_{i}\right\}_{i=1}^{\infty}$. We define $A$ and $B$ transforms by

$$
\begin{align*}
& A U=\left\{u_{a_{i}}\right\}_{i=1}^{\infty}=\left\{u_{1}, u_{3}, u_{4}, u_{6}, \ldots, u_{a_{i}}, \ldots\right\}, \\
& B U=\left\{u_{b_{i}}\right\}_{i=1}^{\infty}=\left\{u_{2}, u_{5}, u_{7}, \ldots, u_{b_{i}}, \ldots\right\} . \tag{1.1}
\end{align*}
$$

Notice that, for $N=\left\{n_{i}\right\}, n_{i}=i$, the set of natural numbers, we have

$$
\begin{aligned}
& A N=\left\{n_{\alpha_{i}}\right\}=\left\{\alpha_{i}\right\}=A, \\
& B N=\left\{n_{b_{i}}\right\}=\left\{b_{i}\right\}=B .
\end{aligned}
$$

Next, we list the first fifteen Wythoff pairs, and some of their properties which will be needed.

$$
\begin{array}{rrrrrrrrrrrrrrrr}
n: & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 \\
a_{n}: & 1 & 3 & 4 & 6 & 8 & 9 & 11 & 12 & 14 & 16 & 17 & 19 & 21 & 22 & 24 \\
b_{n}: & 2 & 5 & 7 & 10 & 13 & 15 & 18 & 20 & 23 & 26 & 28 & 31 & 34 & 36 & 39
\end{array}
$$

Notice that we begin with $\alpha_{1}=1$, and $\alpha_{k}$ is always the smallest integer not yet used. We find $b_{n}=a_{n}+n$. We list the following properties:

$$
\begin{align*}
a_{k}+k & =b_{k}  \tag{1.2}\\
a_{n}+b_{n} & =a_{b_{n}}  \tag{1.3}\\
a_{a_{n}}+1 & =b_{n}  \tag{1.4}\\
a_{k+1}-a_{k} & = \begin{cases}2, & k=a_{n} \\
1, & k=b_{n}\end{cases} \tag{1.5}
\end{align*}
$$

$$
b_{k+1}-b_{k}= \begin{cases}3, & k=a_{n}  \tag{1.6}\\ 2, & k=b_{n}\end{cases}
$$

Further, $\left(\alpha_{n}, b_{n}\right)$ are related to the Fibonacci numbers in several ways, one being that, if $A=\left\{a_{n}\right\}$ and $B=\left\{b_{n}\right\}$, then $A$ and $B$ are the sets of positive integers for which the smallest Fibonacci number used in the unique Zeckendorf representation occurred respectively with an even or odd subscript [6].

## 2. A AND $B$ TRANSFORMS OF A SPECIAL SET $U$ (FIBONACCI CASE)

Let $U=\left\{u_{i}\right\}$, where

$$
u_{m+1}-u_{m}= \begin{cases}p, & \text { if } m=a_{k}  \tag{2.1}\\ q, & \text { if } m=b_{k}\end{cases}
$$

Actually, we can write an explicit formula for $u_{m}$ in terms of $u_{1}, p$, and $q$, as in the following theorem.

```
THEOREM 2.1: \(\quad u_{m}=\left(2 m-1-\alpha_{m}\right) q+\left(\alpha_{m}-m\right) p+u_{1}\).
PROOF: \(\quad u_{m}=\left(u_{m}-u_{m-1}\right)+\left(u_{m-1}-u_{m-2}\right)+\left(u_{m-2}-u_{m-3}\right)+\cdots\)
        \(+\left(u_{3}-u_{2}\right)+\left(u_{2}-u_{1}\right)+u_{1}\)
    \(=\) (no. of \(b_{j}\) 's less than \(m\) ) \(q+\) (no. of \(a_{j}\) 's less than \(m\) ) \(p+u_{1}\)
    \(=\left(2 m-1-\alpha_{m}\right) q+\left(\alpha_{m}-m\right) p+u_{1}\)
```

by the following lemma.

LEMMA 1: The number of $b_{j}$ 's less than $n$ is ( $2 n-1-a_{n}$ ), and the number of $a_{j}$ 's less than $n$ is $\left(a_{n}-n\right)$.

PROOF:

| $a_{n}:$ | 1 | 3 | 4 | 6 | 8 | 9 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $n:$ | 1 | 2 | 3 | 4 | 5 | 6 |
| $a_{n}-n:$ | 0 | 1 | 1 | 2 | 3 | 3 |
| $a_{n}$ 's less than $n:$ | 0 | 1 | 1 | 2 | 3 | 3 |

Notice that the lemma holds for $n=1,2, \ldots, 6$. Assume that the number of $\alpha_{j}$ 's less than $k$ is given by $\alpha_{k}-k$. Then the number of $\alpha_{j}$ 's less than ( $k+$ 1) has to be either $\left(\alpha_{k}-k\right)$ or $\left(a_{k}-k\right)+1$. If $k=b_{i}$, then

$$
\alpha_{k+1}-(k+1)=a_{k}+1-(k+1)=a_{k}-k
$$

by (1.5), while if $k=\alpha_{i}$, then

$$
a_{k+1}-(k+1)=a_{k}+2-(k+1)=a_{k}-k+1,
$$

giving the required result for $a_{k+1}-(k+1)$. Thus, by mathematical induction, the number of $a_{j}$ 's less than $n$ is given by $a_{n}-n$. But, the number of integers less than $n$ is made up of the sum of the number of $\alpha_{j}$ 's less than $n$ and the number of $b_{j}$ 's less than $n$, since $A$ and $B$ are disjoint and cover the natural numbers. Thus,

$$
n-1=\left(a_{n}-n\right)+\text { (number of } b_{j} \text { 's less than } n \text { ), }
$$

so that the number of $b_{j}$ 's less than $n$ becomes ( $2 n-1-\alpha_{n}$ ).
We return to our sequence $U$ and consider the $A$ and $B$ transforms. In particular, what are the differences of successive terms in the transformed sequences $A U$ and $B U$ ?

For $A U$,

$$
u_{a_{m+1}}-u_{a_{m}}=\left\{\begin{align*}
q+p, & \text { if } m=a_{k}  \tag{2.2}\\
p, & \text { if } m=b_{k}
\end{align*}\right.
$$

Equation (2.2) is easy to establish by (1.5), since when $m=\alpha_{k}, \alpha_{m+1}=\alpha_{m}+2$, so that

$$
u_{a_{m+1}}-u_{a_{m}}=\left(u_{a_{m}+2}-u_{a_{m}+1}\right)+\left(u_{a_{m}+1}-u_{a_{m}}\right)=\left(u_{b_{i}+1}-u_{b_{i}}\right)+p=q+p,
$$

where we write $a_{m}+1=b_{i}$, because $a_{m}+1 \neq \alpha_{k}$ and $A$ and $B$ are disjoint and cover the natural numbers. For the second half of (2.2), since $\alpha_{m+1}=a_{m}+1$ by (1.5), we can apply (2.1) immediately.

For $B U$,

$$
u_{b_{m+1}}-u_{b_{m}}= \begin{cases}2 p+q, & \text { if } m=a_{k}  \tag{2.3}\\ p+q, & \text { if } m=b_{k}\end{cases}
$$

We can establish (2.3) easily by (1.6), since when $m=\alpha_{k}, b_{m+1}=b_{m}+3$, and $b_{m}+2=a_{i}, b_{m}+1=a_{j}$ for some $i$ and $j$, so we can write

$$
\begin{aligned}
u_{b_{m+1}}-u_{b_{m}} & =\left(u_{b_{m}+3}-u_{b_{m}+2}\right)+\left(u_{b_{m}+2}-u_{b_{m}+1}\right)+\left(u_{b_{m}+1}-u_{b_{m}}\right) \\
& =\left(u_{a_{i}+1}-u_{a_{i}}\right)+\left(u_{a_{j}+1}-u_{a_{j}}\right)+\left(u_{b_{m}+1}-u_{b_{m}}\right) \\
& =p+p+q=2 p+q .
\end{aligned}
$$

For the case $m=b_{k}, b_{m+1}=b_{m}+2$ and $b_{m}+1=\alpha_{i}$ for some $i$, causing

$$
\begin{aligned}
u_{b_{m+1}}-u_{b_{m}} & =\left(u_{b_{m}+2}-u_{b_{m}+1}\right)+\left(u_{b_{m}+1}-u_{b_{m}}\right) \\
& =\left(u_{a_{i}+1}-u_{a_{i}}\right)+\left(u_{b_{m}+1}-u_{b_{m}}\right) \\
& =p+q .
\end{aligned}
$$

Notice that we have put one $b_{i}$ subscript on $B U$ and one $\alpha_{i}$ subscript on $A U$. Now if we applied $B$ twice, $B B U=\left\{u_{b_{b_{i}}}\right\}$ would have two successive $b$-subscripts, and we could record how many $b$-subscripts occurred by how many times we applied the $B$ transform. Thus, a sequence of $A$ and $B$ transforms gives us a sequence of successive $\alpha$ - and $b$-subscripts. Further, we can easily handle this by matrix multiplication. Let the finally transformed sequence be denoted by $U^{*}=u_{(a b)_{i}}^{*}$ and define the difference of successive elements by

$$
u_{(a b)_{i+1}}^{*}-u_{(a b)_{i}}^{*}= \begin{cases}p^{\prime}, & \text { if } i=a_{k} \\ q^{\prime}, & \text { if } i=b_{k}\end{cases}
$$

and define the matrix $Q=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$. Then $A U$ has $p^{\prime}=p+q, q^{\prime}=p$, and

$$
Q\binom{p}{q}=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)\binom{p}{q}=\binom{p+q}{p}=\binom{p^{\prime}}{q^{\prime}}
$$

and $B U$ has $p^{\prime}=2 p+q, q^{\prime}=p+q$, and

$$
Q^{2}\binom{p}{q}=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)\binom{p}{q}=\binom{2 p+q}{p+q}=\binom{p^{\prime}}{q^{\prime}}
$$

Now, the $Q$-matrix has the well-known and easily established formula

$$
Q^{n}=\left(\begin{array}{ll}
F_{n+1} & F_{n} \\
F_{n} & F_{n-1}
\end{array}\right)
$$

for the Fibonacci numbers $F_{1}=F_{2}=1, F_{n+2}=F_{n+1}+F_{n}$.
Suppose we do a sequence of $A$ and $B$ transforms,

$$
A A B A A A U=A^{2} B^{1} A^{3} U
$$

Then the difference of successive terms, $p^{\prime}$ and $q^{\prime}$, are given by

$$
Q^{7}\binom{p}{q}=\left(\begin{array}{ll}
F_{8} & F_{7} \\
F_{7} & F_{6}
\end{array}\right)\binom{p}{q}=\binom{F_{8} p+F_{7} q}{F_{7} p+F_{6} q}=\binom{p^{\prime}}{q^{\prime}} .
$$

Note that each $A$ transform contributes $Q^{1}$ but a $B$ transform contributes $Q^{2}$ to the product. Also, the sequence considered has successively 3 -subscripts, one $b$-subscript, and $2 a$-subscripts, so that $u_{(a b)_{i}}^{*}$ has six subscripted subscripts, or,

$$
u_{(a b)_{i}}^{*}=u_{a_{a_{b_{b_{a_{i}}}}}}
$$

Also notice that the order of the $A$ and $B$ transforms does not matter. Thus, if $U^{*}$ is formed after $m A$ transforms and $n B$ transforms in any order, then the matrix multiplier is $Q^{m+2 n}$, and

$$
p^{\prime}=F_{m+2 n+1} p+F_{m+2 n} q, \quad q^{\prime}=F_{m+2 n} p+F_{m+2 n-1} q .
$$

## Comments on $A$ and $B$ Transforms

Let $W$ be the weight of the sequence of $A$ and $B$ transforms, where each $B$ is weighted 2 and each $A$ weighted 1 . Thus, the number of different sequences with weight $W$ is the number of compositions of $W$ using 1 's and 2 's, so that the number of distinct sequences of $A$ and $B$ transforms of weight $W$ is $F_{W+1}$. Thus, $u_{1}$ in Theorem 2.1 can be any number $1,2, \ldots, F_{W+1}$ for sequences of $A$ and $B$ transforms of weight $W$.

$$
\text { 3. } A, B \text {, AND } C \text { TRANSFORMS (TRIBONACCI CASE) }
$$

The Tribonacci numbers $T_{n}$ are

$$
T_{0}=0, T_{1}=1, T_{2}=1, T_{n+3}=T_{n+2}+T_{n+1}+T_{n}, \quad n \geqslant 0
$$

Divide the positive integers into three disjoint subsets $A=\left\{A_{k}\right\}, B=\left\{B_{k}\right\}$, and $C=\left\{C_{k}\right\}$ by examining the smallest term $T_{k}$ used in the unique Zeckendorf representation in terms of Tribonacci numbers. Let $n \varepsilon A$ if $k \equiv 2 \bmod 3$, $n \varepsilon B$ if $k \equiv 3 \bmod 3$, and $n \varepsilon C$ if $k \equiv 1 \bmod 3$. The numbers $A_{n}, B_{n}$, and $C_{n}$ were considered in [6]. We list the first few values.

TABLE 3.1

| $n$ | $A_{n}$ | $B_{n}$ | $C_{n}$ |
| ---: | ---: | ---: | ---: |
| 1 | 1 | 2 | 4 |
| 2 | 3 | 6 | 11 |
| 3 | 5 | 9 | 17 |
| 4 | 7 | 13 | 24 |
| 5 | 8 | 15 | 28 |
| 6 | 10 | 19 | 35 |
| 7 | 12 | 22 | 41 |
| 8 | 14 | 26 | 48 |
| 9 | 16 | 30 | 55 |
| 10 | 18 | 33 | 61 |

Notice that we begin with $A_{1}=1$ and $A_{k}$ is the smallest integer not yet used in building the array. Some basic properties are:

$$
\begin{align*}
& A_{n}+B_{n}+n=C_{n}  \tag{3.1}\\
& A_{A_{n}}+1=B_{n}, \quad A_{B_{n}}+1=C_{n}  \tag{3.2}\\
& A_{n+1}-A_{n}=\left\{\begin{array}{llll}
2, & n \varepsilon A \\
2, & n & \varepsilon & B \\
1, & n & \varepsilon C
\end{array}\right. \tag{3.3}
\end{align*}
$$

$$
\begin{align*}
& B_{n+1}-B_{n}= \begin{cases}4, & n \varepsilon A \\
3, & n \varepsilon B \\
2, & n \varepsilon C\end{cases}  \tag{3.4}\\
& C_{n+1}-C_{n}= \begin{cases}7, & n \varepsilon A \\
6, & n \varepsilon B \\
4, & n \varepsilon C\end{cases} \tag{3.5}
\end{align*}
$$

Let the special sequence $U=\left\{u_{i}\right\}$, where

$$
u_{m+1}-y_{m}= \begin{cases}p, & m \in A  \tag{3.6}\\ q, & m \in B \\ r, & m \in C\end{cases}
$$

We can write an explicit formula for $u_{m}$ in terms of $u_{1}, p, q$, and $r$.

$$
\begin{aligned}
& \text { THEOREM 3.1: } u_{m}=\left(2 m-1-A_{m}\right) r+\left(2 A_{m}-B_{m}\right) q+\left(B_{m}-A_{m}-m\right) p+u_{1} . \\
& \text { PROOF: } u_{m}=\left(u_{m}-u_{m-1}\right)+\left(u_{m-1}-u_{m-2}\right)+\cdots+\left(u_{3}-u_{2}\right)+\left(u_{2}-u_{1}\right)+u_{1} \\
&=\text { (no. of } \left.C_{j} \text { 's less than } m\right) r+(\text { no. of } B \text { 's less than } m) q \\
&\left.+ \text { (no. of } A_{j} \text { 's less than } m\right) p+u_{1} .
\end{aligned}
$$

But, Theorem 4.5 of [6] gives $\left(2 m-1-A_{m}\right)$ as the number of $C_{j}$ 's less than $m$, ( $2 A_{m}-B_{m}$ ) as the number of $B_{j}$ 's less than $m$, and ( $B_{m}-A_{m}-m$ ) as the number of $A_{j}$ 's less than $m$, establishing Theorem 3.1.

We now return to our special sequence $U$ of (3.6) and consider $A, B$, and $C$ transforms as in Section 2. For $A U$,

$$
u_{A_{m+1}}-u_{A_{m}}=\left\{\begin{align*}
p+q, & m \in A  \tag{3.7}\\
p+r, & m \in B \\
p, & m \in C
\end{align*}\right.
$$

To establisḩ (3.7), recall (3.3). If $m \varepsilon A$, then

$$
\begin{aligned}
u_{A_{m+1}}-u_{A_{m}} & =u_{A_{m}+2}-u_{A_{m}+1}+u_{A_{m}+1}-u_{A_{m}} \\
& =u_{B_{n}+1}-u_{B_{n}}+u_{A_{m}+1}-u_{A_{m}} \\
& =q+p .
\end{aligned}
$$

If $m \varepsilon B$,

$$
\begin{aligned}
u_{A_{m+1}}-u_{A_{m}} & =u_{A_{m}+2}-u_{A_{m}+1}+u_{A_{m}+1}-u_{A_{m}} \\
& =u_{C_{n}+1}-u_{C_{n}}+u_{A_{m}+1}-u_{A_{m}} \\
& =r+p .
\end{aligned}
$$

If $m \in C$,

$$
u_{A_{m+1}}-u_{A_{m}}=u_{A_{m}+1}-u_{A_{m}}=p
$$

Now, matrix $T$,

$$
T=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

can be used to write $A U$, since

$$
T \cdot\left(\begin{array}{l}
p  \tag{3.8}\\
q \\
p
\end{array}\right)=\left(\begin{array}{lll}
1 & 1 & 0 \\
1 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{c}
p+q \\
p+p \\
p
\end{array}\right)
$$

Notice that the characteristic polynomial of $T$ is $x^{3}-x^{2}-x-1=0$, while the characteristic polynomial of $Q$ of Section 2 is $x^{2}-x-1=0$.

In an entirely similar manner, for $B U$ one can establish

$$
u_{B_{m+1}}-u_{B_{m}}=\left\{\begin{align*}
2 p+q+r, & m \in A  \tag{3.9}\\
2 p+q, & m \varepsilon B \\
p+q, & m \in C
\end{align*}\right.
$$

and for $C U$,

$$
u_{C_{m+1}}-u_{C_{m}}=\left\{\begin{array}{cc}
4 p+2 q+r, & m \in A  \tag{3.10}\\
3 p+2 q+r, & m \varepsilon B \\
2 p+q+r, & m \in C
\end{array}\right.
$$

We compute $B U$ as

$$
T^{2} \cdot\left(\begin{array}{c}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{lll}
2 & 1 & 1 \\
2 & 1 & 0 \\
1 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{c}
2 p+q+p \\
2 p+q \\
p+q
\end{array}\right)
$$

and $C U$ as

$$
T^{3} \cdot\left(\begin{array}{l}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{lll}
4 & 2 & 1 \\
3 & 2 & 1 \\
2 & 1 & 1
\end{array}\right)\left(\begin{array}{l}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{c}
4 p+2 q+r \\
3 p+2 q+p \\
2 p+q+p
\end{array}\right)
$$

We note that

$$
T^{n}=\left(\begin{array}{ccc}
T_{n+1} & T_{n} & T_{n-1}  \tag{3.11}\\
T_{n}+T_{n-1} & T_{n-1}+T_{n-2} & T_{n-2}+T_{n-3} \\
T_{n} & T_{n-1} & T_{n-2}
\end{array}\right)
$$

which could be proved by mathematical induction.

We may now apply $A, B$, and $C$ transforms in sequences. If we assign 1 as weight for $A, 2$ as weight for $B$, and 3 as weight for $C$, then there are $T_{n+1}$ sequences of $A, B$, and $C$ of weight $n$ corresponding to the compositions of $n$ in terms of 1 's, 2 's, and $3^{\prime} s$. Since any positive integer in sequence $A_{n}$, $B_{n}$, or $C_{n}$ can be brought to $u_{1}$ by a unique sequence of $A, B$, or $C$ transforms, there is a unique correspondence between the positive integers and the compositions of $n$ in terms of 1 's, 2 's, and 3 's.

$$
\text { 4. } A, B \text {, AND } C \text { TRANSFORMS OF THE SECOND KIND }
$$

We now consider the sequence defined by

$$
U_{1}=1, U_{2}=2, U_{3}=3, U_{n+3}=U_{n+2}+U_{n}
$$

with characteristic polynomial $x^{3}-x-1=0$. We define $A=\left\{A_{n}\right\}, B=\left\{B_{n}\right\}$, $C=\left\{C_{n}\right\}$, and let $H=\left\{H_{n}\right\}$ be the complement of $B=A \cup C$, where $A, B$, and $C$ are disjoint and cover the set of positive integers, as follows:

$$
\begin{align*}
& A_{n}=\text { smallest positive integer not yet used } \\
& B_{n}=A_{n}+n  \tag{4.1}\\
& C_{n}=B_{n}+H_{n}=A_{n}+B_{n}-\text { (number of } C_{j}^{\prime} \text { 's less than } A_{n} \text { ) }
\end{align*}
$$

This array has many interesting properties [6], [8], but here the main theme is the representations in terms of the sequence $U_{n}$ above. We list the first terms in the array for $n, A, B, C$, and $H$ in the following table.

TABLE 4.1

| $n$ | $A_{n}$ | $B_{n}$ | $H_{n}$ | $C_{n}$ |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 2 | 1 | 3 |
| 2 | 4 | 6 | 3 | 9 |
| 3 | 5 | 8 | 4 | 12 |
| 4 | 7 | 11 | 5 | 16 |
| 5 | 10 | 15 | 7 | 22 |
| 6 | 13 | 19 | 9 | 28 |

Here we can also obtain sets $A, B$, and $C$ by examining the smallest term $U_{k}$ used in the unique Zeckendorf representation of an integer $N$ in terms of the sequence $U_{k}$. We let $N \in A$ if $k \equiv 1 \bmod 3, N \in B$ if $k \equiv 2 \bmod 3$, and $N \in C$ if $k \equiv 3 \bmod 3$.

From Theorem 7.4 of [6], we have:

$$
A_{n+1}-A_{n}= \begin{cases}3, & n=A_{k}  \tag{4.2}\\ 1, & n=B_{k} \\ 2, & n=C_{k}\end{cases}
$$

$$
\begin{align*}
& B_{n+1}-B_{n}= \begin{cases}4, & n=A_{k} \\
2, & n=B_{k} \\
3, & n=C_{k}\end{cases}  \tag{4.3}\\
& C_{n+1}-C_{n}= \begin{cases}6, & n=A_{k} \\
3, & n=B_{k} \\
4, & n=C_{k}\end{cases} \tag{4.4}
\end{align*}
$$

Let the special sequence $U=\left\{u_{i}\right\}$, where

$$
u_{m+1} \cdots u_{m}= \begin{cases}p, & m \varepsilon A  \tag{4.5}\\ q, & m \varepsilon B \\ r, & m \varepsilon C\end{cases}
$$

We can now write an explicit formula for $u_{m}$ in terms of $u_{1}, p, q$, and $r$.

$$
\begin{aligned}
& \text { THEOREM 4.1: } u_{m}=\left(C_{m}-B_{m}-m\right) p+\left(C_{m}-2 A_{m}-1\right) q+\left(3 B_{m}-2 C_{m}\right) r+u_{1} \\
& \text { PROOF: } u_{m}=\left(u_{m}-u_{m-1}\right)+\left(u_{m-1}-u_{m-2}\right)+\cdots+\left(u_{3}-u_{2}\right)+\left(u_{2}-u_{1}\right)+u_{1} \\
&=\text { (no. of } \left.A_{j} \text { 's less than } m\right) p+\left(\text { no. of } B_{j} \text { 's less than } m\right) q \\
&\left.+ \text { (no. of } C_{j} \text { 's less than } m\right) r+u_{1} .
\end{aligned}
$$

Corollary 7.4.1 of [6] gives the number of $A_{j}{ }^{\prime}$ s less than $m$ as $C_{m}-B_{m}-m$, the number of $B_{j}$ 's less than $m$ as $C_{m}-2 A_{m}-1$, and the number of $C_{j}$ 's less than $m$ as $3 B_{m}-2 C_{m}$. Each of these is zero for $m=1$.

We again return to our special sequence $U$ of (4.5) and consider $A, B$, and $C$ transforms as in Section 2. We write the matrix $Q^{*}$ and consider the $A U$, $B U$, and $C U$ transforms:

$$
Q^{*}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

For $A U$, we have

$$
Q *^{2} V=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 0 & 0 \\
1 & 1 & 0
\end{array}\right)\left(\begin{array}{l}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{c}
p+q+r \\
p \\
p+q
\end{array}\right)
$$

and

$$
u_{A_{m+1}}-u_{A_{m}}=\left\{\begin{align*}
p+q+r, & m \in A  \tag{4.6}\\
p, & m \& B \\
p+q, & m \varepsilon C
\end{align*}\right.
$$

For $B U$, we write the matrix multiplication $Q^{* 3} V$,

$$
Q^{* 3} V=\left(\begin{array}{lll}
2 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{array}\right)\left(\begin{array}{l}
p \\
q \\
p
\end{array}\right)=\left(\begin{array}{c}
2 p+q+r \\
p+q \\
p+q+r
\end{array}\right)
$$

and

$$
u_{B_{m+1}}-u_{B_{m}}=\left\{\begin{align*}
2 p+q+r, & m \in A ;  \tag{4.7}\\
p+q, & m \in B ; \\
p+q+r, & m \in C .
\end{align*}\right.
$$

For $C U$, we write $Q^{* 4} V$,

$$
Q^{* 4} V=\left(\begin{array}{lll}
3 & 2 & 1 \\
1 & 1 & 1 \\
2 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
p \\
q \\
r
\end{array}\right)=\left(\begin{array}{c}
3 p+2 q+r \\
p+q+r \\
2 p+q+r
\end{array}\right)
$$

and

$$
u_{C_{m+1}}-u_{C_{m}}=\left\{\begin{align*}
3 p+2 q+r, & m \in A ;  \tag{4.8}\\
p+q+r, & m \in B ; \\
2 p+q+r, & m \in C .
\end{align*}\right.
$$

Here, as a bonus, we can work with the transformation $H U$ by using the matrix $Q^{*}$ itself. Since $A \cup B \cup C=N$, using $H$ and $B$ transforms corresponds to the number of compositions of $n$ using 1 's and 3 's, which is given in terms of the sequence $U_{n}$, defined at the beginning of this section by $U_{n-1}$.
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SELF-GENERATING SYSTEMS
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Let $S=a_{1}, a_{2}, \ldots$, and $T=b_{1}, b_{2}, \ldots$ be sequences of integers, and let $g$ be an integer. Then $g S$ and $S+T$ denote the sequences $g \alpha_{1}, g \alpha_{2}, \ldots$ and $a_{1}+b_{1}, a_{2}+b_{2}, \ldots$, respectively. Also $\{S\}$ denotes the set $\left\{a_{1}, a_{2}, \ldots\right\}$.

If the $a_{n}$ of $S$ are positive and strictly increasing, the characteristic sequence $\chi S=c_{1}, c_{2}, \ldots$ has $c_{n}=1$ when $n$ is in $\{S\}$ and $c_{n}=0$ otherwise. Also $\Delta S$ denotes the sequence $d_{1}, d_{2}, \ldots$ with $d_{n}=a_{n+1}-a_{n}$.

DEFINITION: A system $S_{1}, S_{2}, \ldots, S_{r}$ of sequences of strictly increasing positive integers is self-generating if the sets $\left\{S_{1}\right\},\left\{S_{2}\right\}, \ldots,\left\{S_{r}\right\}$ partition $Z^{+}=\{1,2,3, \ldots\}$ and there is an $r \times r$ matrix $\left(d_{h k}\right)$ with positive integral entries such that

$$
\Delta S_{h}=d_{h 1}\left(\chi S_{1}\right)+d_{h 2}\left(\chi S_{2}\right)+\cdots+d_{h r}\left(\chi S_{r}\right) \quad \text { for } 1 \leqslant h \leqslant r
$$

Hoggatt and Hillman in [2] and [3] used shift functions based on certain linear homogeneous recursions to obtain self-generating systems. In Theorem 5 of Section 7 below, we generalize on their work by increasing the set of recursions for which similar results follow. Examples are given in Section 8.

## 1. THE RECURSIVE SEQUENCE $U$

In the following, $d$ and $p_{1}, p_{2}, \ldots, p_{d}$ are fixed integers with $d \geqslant 2$ and $p_{1} \geqslant p_{2} \geqslant \cdots \geqslant p_{d-1} \geqslant p_{d}=1$. Also $u_{n}$ is defined for all integers $n$ by initial conditions

$$
\begin{equation*}
u_{1}=1, u_{0}=u_{-1}=u_{-2}=\cdots=u_{2-d}=0 \tag{1}
\end{equation*}
$$

and the recursion

$$
\begin{equation*}
u_{n+d}=p_{1} u_{n+d-1}+p_{2} u_{n+d-2}+\cdots+p_{d} u_{n} \tag{2}
\end{equation*}
$$

For each integer $i$, let $U_{i}$ denote the sequence $u_{i+1}, u_{i+2}, \ldots$ and let $U_{0}$ be written as $U$.

Hoggatt and Hillman obtained self-generating systems using such recursions for the case $d=2$ in [3] and for general $d$ with $p_{1}=p_{2}=\ldots=p_{d}=1$ in [2].

In the representations discussed below, we want $U$ to be an increasing sequence of positive integers with 1 as the first term. This is clearly true when $p_{1}>1$. If $p_{1}=1$, then $u_{1}=u_{2}=1$ and one of these terms must be deleted; this is equivalent to changing the initial conditions (1) to the conditions $u_{h}=2^{h-1}$ for $1 \leqslant h \leqslant d$ of [2]. Since the case $p_{1}=1$ is that of [2], we avoid notational complications by assuming that $p_{1}>1$ in what follows.

The representations introduced next are similar to those of the papers in the special January 1972 issue of this Quarterly as well as those of [2] and [3].

## 2. CANONICAL REPRESENTATIONS

Let $N=\{0,1,2, \ldots\}$. If $X=x_{1}, x_{2}, \ldots$ and $Y=y_{1}, y_{2}, \ldots$ are sequences of numbers with $x_{n}=0$ for $n>h$, let

$$
X \cdot Y=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{h} y_{h}
$$

In this section the only properties of $U=u_{1}, u_{2}, \ldots$ needed are $u_{1}=1$ and the fact that $U$ is an increasing sequence of integers.

With respect to $U$, we define inductively for each $m$ in $N$ a sequence $E_{m}=$ $e_{m 1}, e_{m 2}, \ldots$ of nonnegative integers as follows. Let all the terms of $E_{0}$ be zero. Assume that $E_{h}$ has been defined for $0 \leqslant h<m$. Since the $u_{n}$ are unbounded and $u_{1}=1 \leqslant m$, there is a largest $k$ such that $u_{k} \leqslant m$. For this $k$, let $t=m-u_{k}$. Then $E_{t}$ is defined, and we let $e_{m k}=1+e_{t k}$ and $e_{m n}=e_{t n}$ for $n \neq k$. Clearly $E_{m} \cdot U=m$, i.e., we have the representation

$$
\begin{equation*}
m=e_{m 1} u_{1}+e_{m 2} u_{2}+\cdots \tag{3}
\end{equation*}
$$

It is also clear that when $m=u_{k}$ with $k \geqslant 1, e_{m k}=1$ and $e_{m s}=0$ for $s \neq k$.
For $n \geqslant 2$, let $q_{n}$ and $r_{n}$ be the integers (guaranteed by the division algorithm) such that

$$
m-\left(e_{m, n+1} u_{n+1}+e_{m, n+2} u_{n+2}+\cdots\right)=q_{n} u_{n}+r_{n}, \quad 0 \leqslant r_{n}<u_{n}
$$

Then the definition of $E_{m}$ implies that

$$
q_{n}=e_{m n} \quad \text { and } \quad r_{n}=e_{m 1} u_{1}+e_{m 2} u_{2}+\cdots+e_{m, n-1} u_{n-1}
$$

Hence

$$
\begin{equation*}
e_{m 1} u_{1}+e_{m 2} u_{2}+\cdots+e_{m, n-1} u_{n-1}<u_{n} \text { for } n \geqslant 2 \tag{4}
\end{equation*}
$$

We next show that (4) and the fact that each $e_{m h}$ is a nonnegative integer characterize $E_{m}$.

LEMMA 1: Let $E=e_{1}, e_{2}, \ldots$ and $E^{\prime}=e_{1}^{\prime}, e_{2}^{\prime}, \ldots$ be sequences of nonnegative integers with $e_{n}=0=e_{n}^{\prime}$ for $n$ greater than some r. Also let
and

$$
e_{1} u_{1}+e_{2} u_{2}+\cdots+e_{n-1} u_{n-1}<u_{n}
$$

$$
\begin{equation*}
e_{1}^{\prime} u_{1}+e_{2}^{\prime} u_{2}+\cdots+e_{n-1}^{\prime} u_{n-1}<u_{n} \text { for } n \geqslant 2 \tag{5}
\end{equation*}
$$

and $E \cdot U=E^{\prime} \cdot U$. Then $E=E^{\prime}$.
PROOF: Since $e_{n}=0=e_{n}^{\prime}$ for $n>r, E \neq E^{\prime}$ implies that there is a largest $n$ with $e_{n} \neq e_{n}^{\prime}$, and we let $t$ be this $n$. Without loss of generality, we let $e_{t}<e_{t}^{\prime}$. Upon deletion of the equal terms in $E \cdot U=E^{\prime} \cdot U$, we have

$$
e_{1} u_{1}+\cdots+e_{t} u_{t}=e_{1}^{\prime} u_{1}+\cdots+e_{t}^{\prime} u_{t}
$$

Since $u_{1}=1$, this implies that $t>1$. Then

$$
\begin{aligned}
u_{t} & \leqslant\left(e_{t}^{\prime}-e_{t}\right) u_{t}=e_{t}^{\prime} u_{t}-e_{t} u_{t} \\
& =\left(e_{1} u_{1}+\cdots+e_{t-1} u_{t-1}\right)-\left(e_{1}^{\prime} u_{1}+\cdots+e_{t-1}^{\prime} u_{t-1}\right)
\end{aligned}
$$

Since each $e_{n}^{\prime} \geqslant 0$, this implies that

$$
u_{t} \leqslant e_{1} u_{1}+\cdots+e_{t-1} u_{t-1},
$$

contradicting (5) and proving that $E=E^{\prime}$.
The following definition introduces another characteristic property of the $E_{m}$ which will be needed below.

DEFINITION: A sequence $E=e_{1}, e_{2}, \ldots$ is compatible [with respect to the recursion (2)] if, for any $h$ in $Z^{+}$and any integer $k$ with $1 \leqslant k \leqslant d$, the sequence of $k$ differences

$$
\begin{equation*}
p_{1}-e_{h+k-1}, p_{2}-e_{h+k-2}, \ldots, p_{k}-e_{h} \tag{6}
\end{equation*}
$$

has the two following properties:
I. If $h=1$ or $k=d$, at least one difference in (6) is nonzero.
II. If some difference in (6) is nonzero, the first nonzero difference is positive.

THEOREM 1: For each $m$ in $Z^{+}, E_{m}$ is compatible. Also if $E=e_{1}, e_{2}, \ldots$ is a compatible sequence with $e_{n}=0$ for $n$ greater than some $n_{0}$ and $E \cdot U=m$ then $E=E_{m}$.

PROOF: We first show that $E_{m}$ is compatible. Let $E=E_{m}$. If $h=1$ or $k=d$ and all the differences in (6) were zero, then it would follow from (1) and (2) that

$$
u_{h+k}=e_{h+k-1} u_{h+k-1}+e_{h+k-2} u_{h+k-2}+\cdots+e_{h} u_{h} .
$$

Since this would contradict (4), we have shown than I holds.
To prove II, we assume it false and seek a contradiction. Then we can assume that in (6) the first nonzero difference is $p_{g}-e_{h+k-g}$ and also that $e_{h+k-g} \geqslant 1+p_{g}$. These assumptions would imply

$$
\sum_{j=h}^{h+k-1} e_{j} u_{j} \geqslant \sum_{j=h+k-g}^{h+k-1} e_{j} u_{j} \geqslant u_{h+k-g}+\sum_{j=1}^{g} p_{j} u_{h+k-j}
$$

Here, if one uses the recursion (2) to replace $u_{h+k-g}$ by $\sum_{j=1}^{d} p_{j} u_{h+k-g-j}$, one
finds, since $p_{1} \geqslant p_{2} \geqslant \cdots \geqslant p_{d}$, that

$$
\begin{aligned}
\sum_{j=h}^{h+k-1} e_{j} u_{j} & \geqslant \sum_{j=1}^{d} p_{j} u_{h+k-g-j}+\sum_{j=1}^{g} p_{j} u_{h+k-j} \\
& \geqslant \sum_{j=g+1}^{d} p_{j} u_{h+k-j}+\sum_{j=1}^{g} p_{j} u_{h+k-j}=u_{h+k}
\end{aligned}
$$

This contradicts (4), and thus II holds, and $E_{m}$ is compatible.
Second, assume that $E$ is compatible, the desired $n_{0}$ exists, and $E \cdot U=m$. It suffices to show that $u_{n}>e_{1} u_{1}+e_{2} u_{2}+\cdots+e_{n-1} u_{n-1}$ for $n \geqslant 2$, since this, the hypothesis $E \cdot U=m$, (4), and Lemma 1 imply that $E=E_{m}$. We prove these inequalities by induction on $n$. The hypotheses I and II with $h=1=k$ imply that $p_{1}>e_{1}$. Hence, $u_{2}=p_{1}>e_{1}=e_{1} u_{1}$, and the case $n=2$ is true. Assume that $n>2$ and that the desired inequalities are true for $2,3, \ldots$, $n-1$. Using $I$ and $I I$, one finds a $k$ in $\{1,2, \ldots, d\}$ such that

$$
\begin{equation*}
p_{k} \geqslant 1+e_{n-k} \quad \text { and } \quad p_{j}=e_{n-j} \quad \text { for } 1 \leqslant j<k \tag{7}
\end{equation*}
$$

Using the hypothesis of the induction and $n-k<n$, one has

$$
\begin{equation*}
u_{n-k}>\sum_{j=1}^{n-k-1} e_{j} u_{j} \tag{8}
\end{equation*}
$$

Using (2), (7), and (8), one sees that

$$
u_{n}=\sum_{j=1}^{d} p_{j} u_{n-j} \geqslant u_{n-k}+\sum_{j=1}^{k} e_{n-j} u_{n-j}>\sum_{j=1}^{n-k-1} e_{j} u_{j}+\sum_{j=1}^{k} e_{n-j} u_{n-j}=\sum_{j=1}^{n-1} e_{j} u_{j}
$$

This establishes the desired inequality for $n$ and completes the proof of the theorem.

LEMMA 2: Let $k \geqslant 1, w=u_{k}$. Also define the sequence $F=f_{1}, f_{2}, \ldots$ by

$$
f_{1}=p_{r}-1, \text { where } r \in\{1,2, \ldots, d\} \text { and } r \equiv k-1(\bmod d) ;
$$

$$
\begin{aligned}
& f_{n}=0 \text { for } n \geqslant k ; \\
& f_{n}=0 \text { for } n \equiv k(\bmod d) ; \\
& f_{n}=p_{j} \text { when } k-n \equiv j(\bmod d), 1<n<k, \text { and } n \not \equiv k(\bmod d) .
\end{aligned}
$$

Then $E_{w-1}=F$.
PROOF: Obviously $F$ is compatible. Since $p_{d}=1$, repeated use of (2) gives

$$
\begin{equation*}
u_{z}=u_{z-q d}+\sum_{h=0}^{q-1} \sum_{k=1}^{d-1} p_{k} u_{z-h d-k} \text { for } q \in z^{+} . \tag{9}
\end{equation*}
$$

Now let $q \in N, p \in\{1,2, \ldots, d\}$, and $z=q d+r+1$. Then

$$
u_{z-q d}=u_{r+1}=p_{1} u_{r}+p_{2} u_{r-1}+\cdots+p_{r} u_{1}
$$

follows from (2). Hence, (9) can be rewritten as

$$
\begin{equation*}
u_{z}=u_{q d+r+1}=\sum_{h=0}^{q-1} \sum_{k=1}^{d-1} p_{k} u_{z-h d-k}+\sum_{k=1}^{n} p_{k} u_{r+1-k} . \tag{10}
\end{equation*}
$$

Now, $F \cdot U=w-1$ follows from (10), and then Theorem 1 gives us the desired $E_{w-1}=F$.

## 3. PARTITIONING $Z^{+}$

Let $m \varepsilon Z^{+}$. Then $e_{m k} \neq 0$ for some $k$ and we define $z_{m}$ as follows: if $e_{m 1}>0, z_{m}=1$, and if $e_{m 1}=0$, then $z_{m}$ is the largest $h$ such that $e_{m s}=0$ for $1 \leqslant s<h$. For $1 \leqslant t \leqslant d$, let $V_{t}=\left\{m: z_{m} \equiv t(\bmod d)\right\}$. Clearly, $V_{1}$, $V_{2}, \ldots, V_{d}$ form a partitioning of $Z^{+}$.

## 4. THE SHIFT FUNCTIONS $\sigma^{i}$

Let $Z$ be the set of all integers. Recall that $U_{i}$ denotes the sequence $u_{i+1}, u_{i+2}, \ldots$. For each $i$ in $Z$, let $\sigma^{i}$ be the function from $N$ to $Z$ with

$$
\sigma^{i}(m)=E_{m} \cdot U_{i}=e_{m 1} u_{i+1}+e_{m 2} u_{i+2}+\cdots \text { for all } m \text { in } N
$$

The following properties are easy to verify:
(i) $\sigma^{i}(m)$ satisfies the recursion (2) for fixed $m$ in $N$ and varying $i$.
(ii) $\sigma^{i}(0)=0$ for all $i$ in 2 .
(iii) $\sigma^{i}\left(u_{k}\right)=u_{k+i}$ for $i$ in $Z$ and $k$ in $Z^{+}$.
(iv) $\sigma^{i+1}(m)=\sigma\left(\sigma^{i}(m)\right)$ for $m$ and $i$ in $N$. The proof of this depends on
the fact that the canonical representation of $\sigma^{i}(m)$ is, in fact, $E_{m}$ shifted $i$ times.
(v) $\quad \sigma^{0}(m)=m$ for $m$ in $N$.

## 5. DIFFERENCING $\sigma^{i}$

For $i$ in $Z$ and $m$ in $Z^{+}$, let the backward difference $\nabla \sigma^{i}(m)$ be defined by

$$
\nabla \sigma^{i}(m)=\sigma^{i}(m)-\sigma^{i}(m-1)=E_{m} \cdot U_{i}-E_{m-1} \cdot U_{i}
$$

For $i$ in $Z$ and $n$ in $Z^{+}$, let $D_{i n}=\nabla \sigma^{i}\left(u_{n}\right)$. If $u_{n}=w$, then $E_{w}=e_{1}, e_{2}, \ldots$ with $e_{n}=1$ and $e_{t}=0$ for $t \neq n$ and $E_{w-1}=f_{1}, f_{2}, \ldots, f_{n-1}, 0,0, \ldots$ with the $f_{j}$ as described in Lemma 2. Then

$$
D_{i n}=u_{i+n}-\sum_{j=1}^{n-1} f_{j} u_{i+j}
$$

Let $n \equiv k(\bmod d)$ with $k$ in $\{1,2, \ldots, d\}$. Temporarily, let $i \geqslant 2$. Then, using (10) with $z=i+n$, the formulas of Lemma 2 for the $f_{j}$, and the recursion (2), one finds that

$$
\begin{equation*}
D_{i n}=u_{i+1} \text { if } k=1 \text {, } \tag{11}
\end{equation*}
$$

and if $k \neq 1$,

$$
\begin{align*}
D_{i n} & =u_{i+1}+p_{k} u_{i}+p_{k+1} u_{i-1}+\cdots+p_{d} u_{i+k-d} \\
& =u_{i+1}+u_{i+k}-p_{1} u_{i+k-1}-\cdots-p_{k-1} u_{i+1} . \tag{12}
\end{align*}
$$

For fixed $n$ and varying $i$, the $D_{i n}$ satisfy the same recursion (2) as the $u$ 's. Hence, the truth of (11) and (12) for $i \geqslant 2$ implies these formulas for all integers $i$. In particular, these formulas imply the following lemma.

LEMMA 3: $\quad D_{i n}=D_{i k}$ if $n \equiv k(\bmod d)$.

Next we show that $\nabla \sigma^{i}(m)$ depends only on $i$ and the $k$ such that $m \varepsilon V_{k}$.

THEOREM 2: Let $m \in V_{k}$. Then $\nabla \sigma^{i}(m)=D_{i k}$.
PROOF: Let $E_{m}=e_{1}, e_{2}, \ldots$. Since $m \varepsilon V_{k}$, there is a positive integer $z$ such that $z \equiv k(\bmod d), e_{z}>0$, and $e_{s}=0$ for $1 \leqslant s<z$. Let $w=e_{z}$ and $E_{w-1}=f_{1}, f_{2}, \ldots, f_{z-1}, 0,0, \ldots$. Using Theorem 1 , one finds that

$$
E_{m-1}=f_{1}, f_{2}, \ldots, f_{z-1}, e_{z}-1, e_{z+1}, e_{z+2}, \ldots
$$

and hence,

$$
\nabla \sigma^{i}(m)=E_{m} \cdot U_{i}-E_{m-1} \cdot U_{i}=D_{i z}
$$

Then Lemma 3 implies that $\nabla \sigma^{i}(m)=D_{i k}$ as desired.
The two following results are not needed for the main theorem (Theorem 5 below) but they generalize on work of [2] and [3].

LEMMA 4: For $1 \leqslant i<d, \nabla \sigma^{-i}(m)$ is 1 for $m$ in $V_{i+1}$ and is 0 otherwise. PROOF: Temporarily, let $k \neq 1$. By Theorem 2 and (12), for $m$ in $V_{k}$,

$$
\begin{aligned}
\nabla \sigma^{-i}(m)= & u_{k-i}-p_{1} u_{k-i-1}-\cdots-p_{k-1} u_{-i+1}+u_{-i+1} \\
= & \left(u_{k-i}-p_{1} u_{k-i-1}-\cdots-p_{k-i} u_{0}\right)-p_{k-i+1} u_{-1}-\cdots \\
& -p_{k-1} u_{-i+1}+u_{-i+1}
\end{aligned}
$$

For $k=i+1$, this becomes

$$
\nabla \sigma^{-i}(m)=u_{1}-p_{1} u_{0}-p_{2} u_{-1}-\cdots-p_{i} u_{-i+1}+u_{-i+1}=u_{1}=1,
$$

since

$$
u_{0}=u_{-1}=\cdots=u_{2-d}=0
$$

For $k \neq i+1$, i.e., for $m$ not in $V_{k}, \nabla \sigma^{-i}(m)=0$, since

$$
u_{k-i}=p_{1} u_{k-i-1}+\cdots+p_{k-i} u_{0}
$$

by (1) and (2). The same results are obtained for $k=1$ from (11).

THEOREM 3: Let $|S|$ denote the number of elements in the set $S$. Then
(i) $\sigma^{-i}(m)=\left|V_{i+1} \cap\{1,2, \ldots, m\}\right|$ for $i=1,2, \ldots, d-1$.
(ii) $m-\sigma^{-1}(m)-\sigma^{-2}(m)-\ldots-\sigma^{-(d-1)}(m)=\left|V_{1} \cap\{1,2, \ldots, m\}\right|$.

PROOF: For (i),

$$
\begin{aligned}
\nabla \sigma^{-i}(1)+\nabla \sigma^{-i}(2)+\cdots+\nabla \sigma^{-i}(m)= & {\left[\sigma^{-i}(1)-\sigma^{-i}(0)\right]+\left[\sigma^{-i}(2)-\sigma^{-i}(1)\right] } \\
& +\cdots+\left[\sigma^{-i}(m)-\sigma^{-i}(m-1)\right] \\
= & \sigma^{-i}(m)-\sigma^{-i}(0)=\sigma^{-i}(m) .
\end{aligned}
$$

For fixed $i$, by Lemma 4, $\nabla \sigma^{-i}(1)+\cdots+\nabla \sigma^{-i}(m)$ is the number of integers in $V_{i+1} \cap\{1,2, \ldots, m\}$. But the telescoping sum shows this to be $\sigma^{-i}(m)$. Part (ii) follows from (i).

## 6. A PARTITIONING OF $N$

For $i=1,2, \ldots, d$ and $j=0,1, \ldots, p_{i}-1$, let $B_{i j}$ be the sequence $b_{0}, b_{1}, \ldots$ with $b_{m}=u_{i+1}+j-p_{i}+\sigma^{i}(m)$. When the dependence of $b_{m}$ on $i$ and $j$ has to be indicated, we will write $b_{m}$ as $b_{i j m}$.

THEOREM 4: The $p_{1}+p_{2}+\cdots+p_{d}$ subsets $\left\{B_{i j}\right\}$ partition $N$.
PROOF: Let $s \in N$. We need to show that there is a unique ordered triple ( $i, j, m$ ) such that

$$
\begin{equation*}
s=u_{i+1}+j-p_{i}+\sigma^{i}(m) \tag{13}
\end{equation*}
$$

Let $E_{s}=e_{1}, e_{2}, \ldots$ and for the sought after $m$, let $E_{m}=f_{1}, f_{2}, \ldots$ i.e., let $e_{s k}=e_{k}$ and $e_{m k}=f_{k}$. With this notation and using (1) and (2), one can rewrite (13) as

$$
s=p_{1} u_{i}+p_{2} u_{i-1}+\cdots+p_{i-1} u_{2}+p_{i} u_{1}+j-p_{i}+f_{1} u_{i+1}+f_{2} u_{i+2}+\cdots
$$

Since $u_{1}=1, p_{i} u_{1}+j-p_{i}=j u_{1}$ and the equation takes the form

$$
\begin{equation*}
s=j u_{1}+p_{i-1} u_{2}+p_{i-2} u_{3}+\cdots+p_{1} u_{i}+f_{1} u_{i+1}+f_{2} u_{i+2}+\cdots \tag{1.4}
\end{equation*}
$$

Using the condition of Theorem 1 that $E_{m}=f_{1}, f_{2}, \ldots$ must be compatible, together with the fact that $j \leqslant p_{i}-1$, one sees that the sequence

$$
S=j, p_{i-1}, p_{i-2}, \ldots, p_{1}, f_{1}, f_{2}, \ldots
$$

must be compatible. Since the right side of (14) is $S \cdot U$, Theorem 1 (with $m$ replaced by $s$ ) tells us that (13) is equivalent to $S=E_{s}$.

If there is no $i$ with $2 \leqslant i \leqslant d$ and

$$
\begin{equation*}
\left(p_{1}, p_{2}, \ldots, p_{i-1}\right)=\left(e_{i}, e_{i-1}, \ldots, e_{2}\right) \tag{15}
\end{equation*}
$$

then the sequence $e_{2}, e_{3}, \ldots$ is compatible and $E_{s}=S$ holds if and only if $i=1, j=e_{1}$, and the sequence $e_{2}, e_{3}, \ldots$ is the sequence $f_{1}, f_{2}, \ldots$.

Now assume that (15) holds for some $i$ in $\{2,3, \ldots, d\}$ but not for any larger integer in this set. We wish to show that the sequence

$$
\begin{equation*}
e_{i+1}, e_{i+2}, \cdots \tag{16}
\end{equation*}
$$

is compatible. Since $e_{1}, e_{2}, \ldots$ is compatible, (16) can fail to be compatible only if there is an integer $g$ with

$$
\begin{equation*}
\left(p_{1}, p_{2}, \ldots, p_{g}\right)=\left(e_{i+g}, e_{i+g-1}, \ldots, e_{i+1}\right) \text { and } i \leqslant g<d \tag{17}
\end{equation*}
$$

Then condition II (of the definition of a compatible sequence) with $h=i$ and
$k=1+g$ would imply that $e_{i} \leqslant p_{g+1}$. If $e_{i}<p_{g+1}$, (15) gives us the contradiction $p_{1}=e_{i}<p_{g+1} \leqslant p_{1}$. Now condition I implies that $g+1<d$. A1so $e_{i}=p_{g+1}$ similarly implies that $p_{1}=p_{2}=\cdots=p_{g+1}$. This, (17), and the equality $p_{1}=e_{i}$ from (15) would give us

$$
\left(p_{1}, p_{2}, \ldots, p_{g+1}\right)=\left(e_{i+g}, e_{i+g-1}, \ldots, e_{i}\right)
$$

As before, condition II with $h=i-1$ and $k=2+g$ implies that $p_{g+2}=p_{1}$, and hence that

$$
\left(p_{1}, p_{2}, \ldots, p_{g+2}\right)=\left(e_{i+g}, e_{i+g-1}, \ldots, e_{i-1}\right)
$$

This process would continue until we had

$$
\left(p_{1}, p_{2}, \ldots, p_{i+g-1}\right)=\left(e_{i+g}, e_{i+g-1}, \ldots, e_{2}\right)
$$

which contradicts the fact that the $i$ in (15) is maximal.
Hence $e_{i+1}, e_{i+2}, \ldots$ satisfies $I$ and II and so is compatible. Then $E_{s}=$ $S$ holds if and only if $i$ is the maximal $i$ for (15), $j=e_{1}$, and

$$
f_{1}, f_{2}, \ldots=e_{i+1}, e_{i+2}, \ldots
$$

This completes the proof.

## 7. SELF-GENERATING SYSTEM

For $i=1,2, \ldots, d$ and $j=1,2, \ldots, p_{i}$, let $A_{i j}$ be the sequence

$$
a_{i j 1}, a_{i j 2}, \ldots
$$

with $a_{i j m}=1+b_{i, j-1, m-1}$ (the $b^{\prime}$ s are as in Section 6). When both $i$ and $j$ are known from the context, we may write $\alpha_{i j m}$ as $\alpha_{m}$.

THEOREM 5: The sequences $A_{i j}$ for $1 \leqslant i \leqslant d$ and $1 \leqslant j \leqslant p_{i}$ form a self-generating system.

PROOF: From the definition of the sets $\left\{B_{i, j-1}\right\}$ in Section 6 and $V_{k}$ in Section 3, it follows that

$$
\begin{equation*}
V_{1}=\left\{A_{d 1}\right\} \cup T, \tag{18}
\end{equation*}
$$

where $T$ is the union of the $\left\{A_{i j}\right\}$ for $1 \leqslant i<d$ and $1 \leqslant j<p_{i}$, and that

$$
V_{h+1}=\left\{A_{h, p_{h}}\right\} \text { for } h=1,2, \ldots, d-1
$$

Since the $\left\{B_{i j}\right\}$ form a partition of $N$ (or, equivalently, since the $V$ 's partition $\left.Z^{+}\right)$, the $\left\{A_{i j}\right\}$ partition $Z^{+}$. Since $b_{i j m}=u_{i+1}+j-p_{i}+\sigma^{i}(m)$,

$$
\begin{aligned}
\nabla b_{i j m}=b_{i, j, m}-b_{i, j, m-1} & =\left(u_{i+1}+j-p_{i}+\sigma^{i}(m)\right)-\left(u_{i+1}+j-p_{i}+\sigma^{i}(m-1)\right) \\
& =\sigma^{i}(m)-\sigma^{i}(m-1)= \\
& =\nabla \sigma^{i}(m) .
\end{aligned}
$$

Then by Theorem 2 we have

$$
\nabla b_{i j m}=\nabla \sigma^{i}(m)=D_{i k} \text { if } m \varepsilon V_{k}
$$

Since $a_{i j m}=1+b_{i, j-1, m-1}, \Delta A_{i j}$ is the sequence $d_{1}, d_{2}, \ldots$ with

$$
d_{m}=a_{i, j, m+1}-a_{i, j, m}=b_{i, j-1, m}-b_{i, j-1, m-1}=D_{i k}
$$

when $m \varepsilon V_{k}$. Since each $V_{k}$ is an $\left\{A_{i j}\right\}$ or a union of $\left\{A_{i j}\right\}$,

$$
\Delta A_{i j}=\sum_{\substack{1 \leqslant h \leqslant d \\ 1 \leqslant k \leqslant p_{h}}} d_{i j h k} X A_{h k}
$$

where $d_{i j h k}=D_{i s}$ when $\left\{A_{h k}\right\}$ is a subset of $V_{s}$.

## 8. EXAMPLE

For $d=3$ and $p_{1}=p_{2}=3, p_{3}=1$, we have $u_{n+3}=3 u_{n+2}+3 u_{n+1}+u_{n}$ and $U=1,3,12,46,177, \ldots$. As an illustration of the canonical representation in Section 1 , for $m=136$, we have $E_{m}=2,2,3,2,0,0, \ldots$ and $\sigma(m)=$ $2 u_{2}+2 u_{3}+3 u_{4}+2 u_{5}=522$. The following is a table of the $\sigma^{i}(m)$ for the $i ' s$ involved in Theorem 5.

| $m$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\sigma(m)$ | 0 | 3 | 6 | 12 | 15 | 18 | 24 | 27 | 30 | 36 | 39 | 42 | 46 |
| $\sigma^{2}(m)$ | 0 | 12 | 24 | 46 | 58 | 70 | 92 | 104 | 116 | 138 | 150 | 162 | 177 |
| $\sigma^{3}(m)$ | 0 | 46 | 92 | 177 | 223 | 269 | 354 | $\ldots$ |  |  |  |  |  |

The $p_{1}+p_{2}+p_{3}=7$ subsets partitioning $Z^{+}$are:

$$
\begin{aligned}
& \left\{A_{11}\right\}=\{\sigma(m)+1\}=\{1,4,7,13,16,19,25,28,31,37,40, \ldots\} \\
& \left\{A_{12}\right\}=\{\sigma(m)+2\}=\{2,5,8,14,17,20,26,29,32,38,41, \ldots\} \\
& \left\{A_{13}\right\}=\{\sigma(m)+3\}=\{3,6,9,15,18,21,27,30,33,39,42, \ldots\} \\
& \left\{A_{21}\right\}=\left\{\sigma^{2}(m)+10\right\}=\{10,22,34,56,68,80,102, \ldots\} \\
& \left\{A_{22}\right\}=\left\{\sigma^{2}(m)+11\right\}=\{11,23,35,57,69,81,103, \ldots\} \\
& \left\{A_{23}\right\}=\left\{\sigma^{2}(m)+12\right\}=\{12,24,36,58,70,82,104, \ldots\}
\end{aligned}
$$

and

$$
\left\{A_{31}\right\}=\left\{\sigma^{3}(m)+46\right\}=\{46,92,138,223, \ldots\}
$$

The following is a table of $D_{i k}$ for $-2 \leqslant i \leqslant 3$ and $1 \leqslant k \leqslant 3$.

| $k$ | -2 | -1 | 0 | 1 | 2 | 3 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 0 | 0 | 1 | 3 | 12 | 46 |
| 2 | 0 | 1 | 1 | 6 | 22 | 85 |
| 3 | 1 | 0 | 1 | 4 | 15 | 58 |

Since $V_{1}=A_{11} \cup A_{12} \cup A_{21} \cup A_{22} \cup A_{31}, V_{2}=A_{13}$, and $V_{3}=A_{23}$, we have

$$
\begin{aligned}
\Delta A_{1 j}=D_{11}\left(X A_{11}\right) & +D_{11}\left(X A_{12}\right)+D_{12}\left(X A_{13}\right)+D_{11}\left(X A_{21}\right) \\
& +D_{11}\left(X A_{22}\right)+D_{13}\left(X A_{23}\right)+D_{11}\left(X A_{31}\right) \\
\Delta A_{2 j}=D_{21}\left(X A_{11}\right) & +D_{21}\left(X A_{12}\right)+D_{22}\left(X A_{13}\right)+D_{21}\left(X A_{21}\right) \\
& +D_{21}\left(X A_{22}\right)+D_{23}\left(X A_{23}\right)+D_{21}\left(X A_{31}\right) \\
\Delta A_{3 j}=D_{31}\left(X A_{11}\right) & +D_{31}\left(X A_{12}\right)+D_{32}\left(X A_{13}\right)+D_{31}\left(X A_{21}\right) \\
& +D_{31}\left(X A_{22}\right)+D_{33}\left(X A_{23}\right)+D_{31}\left(X A_{31}\right)
\end{aligned}
$$

and the $7 \times 7$ matrix $\left(d_{h k}\right)$ for the self-generating system $A_{11}, A_{12}, A_{13}, A_{21}$, $A_{22}, A_{23}, A_{31}$ is

$$
\left(\begin{array}{rrrrrrr}
3 & 3 & 6 & 3 & 3 & 4 & 3 \\
3 & 3 & 6 & 3 & 3 & 4 & 3 \\
3 & 3 & 6 & 3 & 3 & 4 & 3 \\
12 & 12 & 22 & 12 & 12 & 15 & 12 \\
12 & 12 & 22 & 12 & 12 & 15 & 12 \\
12 & 12 & 22 & 12 & 12 & 15 & 12 \\
46 & 46 & 85 & 46 & 46 & 58 & 46
\end{array}\right)
$$

As an illustration of Theorem 3(i), with $i=1$ and $m=20$,

$$
\begin{aligned}
& \sigma^{-1}(20)=\sigma^{2}(20)-3 \sigma(20)-3 \sigma^{0}(20) \\
= & 2 u_{3}+2 u_{4}+u_{5}-3\left(2 u_{2}+2 u_{3}+u_{4}\right)-60 \\
= & 5=\left|V_{2} \cap\{1,2, \ldots, 20\}\right|
\end{aligned}
$$

where $V_{2}=\left\{n: z_{n} \equiv 2(\bmod 3)\right\}=\{3,6,9,15,18\}$ since the only sequences $E_{n}$, with $n \leqslant 20$ and $z_{n} \equiv 2(\bmod 3)$ are:

$$
\begin{aligned}
E_{3} & =0,1,0,0, \ldots \\
E_{6} & =0,2,0,0, \ldots \\
E_{9} & =0,3,0,0, \ldots \\
E_{15} & =0,1,1,0, \ldots \\
E_{18} & =0,2,1,0, \ldots
\end{aligned}
$$
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## 1. INTRODUCTION

Let $\left\{u_{n}\right\}$ be a primary Fibonacci-1ike sequence (PFLS) defined by the recursion relation

$$
\begin{equation*}
u_{n+2}=a u_{n+1}+b u_{n}, \tag{1}
\end{equation*}
$$

where $u_{0}=0, u_{1}=1$, and $a$ and $b$ are integers. We will call $a$ and $b$ the parameters of the recurrence. We will denote such a sequence as $u(a, b)$. Two of the most important questions concerning these sequences are: For a given PFLS $u(a, b)$, which odd primes have a maximal rank of apparition? and For which odd primes does the PFLS $u(\alpha, b)$ have a maximal period modulo $p$ ? No definitive results are known for these questions. What we propose to do in this paper is to first present the best known results concerning these questions. Then we will turn the questions around and fix the odd prime and ask which PFLS's have maximal ranks of apparition and maximal periods with respect to that prime. In a previous paper [6], the author obtained partial results by considering only those PFLS's $u(a, b)$ for which $b=1$.

Before proceeding further, we will need a few definitions. We will let $\mu(\alpha, b, p)$ denote the period of the PFLS $u(a, b)$ reduced modulo $p$, where $p$ is an odd prime. Moreover, $\alpha(\alpha, b, p)$ will denote the rank of apparition of $p$ in the PFLS $u(a, b)$. Let $s(a, b, p)$ be the multiplier of the PFLS $u(a, b)$ modulo $p$. If $k=\alpha(\alpha, b, p)$, then $s(\alpha, b, p) \equiv u_{k+1}(\bmod p)$. Then

$$
\beta(a, b, p)=\mu(a, b, p) / \alpha(a, b, p)
$$

is the exponent of the multiplier $s(a, b, p)$ modulo $p$. Let the characteristic polynomial of the PFLS $u(a, b)$ be

$$
\begin{equation*}
x^{2}-a x-b=0 \tag{2}
\end{equation*}
$$

Let $r_{1}=\left(a+\sqrt{a^{2}+4 b}\right) / 2$ and $r_{2}=\left(a-\sqrt{a^{2}+4 b}\right) / 2$ be the roots of this polynomial. Then by the Binet equations

$$
\begin{equation*}
u_{n}=\left(r_{1}^{n}-r_{2}^{n}\right) /\left(r_{1}-r_{2}\right) . \tag{3}
\end{equation*}
$$

Let

$$
D=a^{2}+4 b=\left(r_{1}-r_{2}\right)^{2}
$$

be the discriminant of the characteristic polynomial. Throughout this paper $K$ will denote the algebraic number field $Q(\sqrt{D}) . R$ will denote the integers of $K$. Further, $Z_{p}$ and $G F\left(p^{2}\right)$ will denote the Galois fields with $p$ and $p^{2}$ elements, respectively. Finally, $\operatorname{ord}_{p}(d)$ will denote the exponent of $d$ modulo $p$.

## 2. PRELIMINARY RESULTS

The following well-known results will be necessary for our later theorems.

LEMMA 1: Let $p$ be a prime. In the PFLS $u(a, b)$, suppose that $b \not \equiv 0(\bmod p)$. Then the PFLS $u(a, b)$ is purely periodic modulo $p$ and if $u \equiv 0(\bmod p)$, then

$$
\begin{equation*}
\alpha(a, b, p) \mid k \tag{4}
\end{equation*}
$$

If $b \equiv 0$ and $a \not \equiv 0(\bmod p)$, then the rank of apparition of $p$ in $u(a, b)$ is undefined and $u(a, b)$ reduced modulo $p$ is of the form

$$
\left(0,1, a, a^{2}, a^{3}, \ldots\right)
$$

If $b \equiv 0$ and $a \equiv 0(\bmod p)$, then $u(a, b)$ reduced modulo $p$ is of the form

$$
(0,1,0,0,0, \ldots)
$$

PROOF: Suppose the pair $\left(u_{k}, u_{k+1}\right)$ is the first pair of consecutive terms to repeat and $k \neq 0$. Let $m=\mu(\alpha, b, p)$. Then $u_{k+m} \equiv u_{k}$ and $u_{k+1+m} \equiv u_{k+1}$ $(\bmod p)$. However, by the recursion relation (1),

$$
b u_{k-1}=u_{k+1}-a u_{k}
$$

Since $b \not \equiv 0(\bmod p)$,

$$
u_{k-1} \equiv\left(u_{k+1}-a u_{k}\right) / b(\bmod p)
$$

Thus, the pair $\left(u_{k-1}, u_{k}\right)$ also repeats, which is a contradiction if $k \neq 0$. Thus, the pair $\left(u_{0}, u_{1}\right)$ repeats. Hence, $u(a, b)$ is purely periodic modulo $p$. A similar argument shows that if $u_{k} \equiv 0(\bmod p)$, then $\alpha(\alpha, b, p) \mid k$. The rest of the lemma follows by direct verification.

LEMMA 2: Let $p$ be an odd prime. In the PFLS $u(a, b)$, suppose $b \not \equiv 0(\bmod p)$. Then

$$
u_{p-(D / p)} \equiv 0(\bmod p)
$$

where ( $D / p$ ) is the Legendre symbol for the quadratic character of $D$ modulo $p$. Further,

$$
u_{p} \equiv(D / p)(\bmod p)
$$

PROOF: See [1, pp. 315-317] or [2, p. 45].

COROLLARY: Let $p$ be an odd prime. Consider the PFLS $u(a, b)$. Suppose $b \neq 0$ $(\bmod p) . \quad$ Then if $(D / p)=1$,

$$
\alpha(a, b, p) \mid p-1
$$

and $p-1$ is the maximal value for $\alpha(\alpha, b, p)$. Further, if $(D / p)=1$,

$$
\mu(a, b, p) \mid p-1
$$

and $p-1$ is the maximal value for $\mu(\alpha, b, p)$. If $(D / p)=-1$,

$$
\alpha(a, b, p) \mid p+1
$$

and $p+1$ is the maximal value for $\alpha(\alpha, b, p)$. Moreover, if $(D / p)=-1$,

$$
\mu(a, b, p) \mid p^{2}-1
$$

and $p^{2}-1$ is the maximal value for $\mu(\alpha, b, p)$.

## 3. SPECIAL PRIMES HAVING MAXIMAL PERIODS AND RANKS OF APPARITION

We will now see that given specific PFLS's $u(a, b)$, there exists a class of primes dependent on the parameters $a$ and $b$ with maximal ranks of apparition and maximal periods. In the case of ranks of apparition, we will also obtain the next best result, namely half-maximal ranks of apparition. We now present the following results.

LEMMA 3: Let $p$ be an odd prime. Consider the PFLS $u(a, b)$. Suppose $p \nmid a b D$.
(i) If $(-b / p)=1$, then

$$
u_{(p-(D / p)) / 2} \equiv 0(\bmod p)
$$

(ii) If $(-b / p)=-1$, then

$$
u_{(p-(D / p)) / 2} \not \equiv 0(\bmod p)
$$

PROOF: See D. H. Lehmer [5] or Robert P. Backstrom [1].

THEOREM 1: Let $p$ be an odd prime. Consider the PFLS $u(a, b)$. Suppose $p \nmid a b D$.
(i) If $r$ is a prime and $p=2 r+1$ is a prime such that $(-b / p)=(D / p)=1$, then

$$
\alpha(a, b, p)=r=(p-1) / 2
$$

(ii) If $s$ is a prime and $p=2 s-1$ is a prime such that $(-b / p)=(D / p)=-1$, then

$$
\alpha(a, b, p)=p+1
$$

(iii) If $s$ is a prime and $p=2 s-1$ is a prime such that $(-b / p)=1$ and $(D / p)=-1$, then $\alpha(a, b, p)=s=(p+1) / 2$.
(iv) If $r$ is a prime and $p=2 r+1$ is a prime such that $(-b / p)=-1$ and $(D / p)=1$, then

$$
\alpha(\alpha, b, p)=p-1
$$

PROOF: See Backstrom [1]. This proof relies heavily on Lemma 3.

COROLLARY: Let $p$ be an odd prime. Consider the PFLS $u(\alpha, b)$. Suppose $p \nmid a b D$.
(i) If $r$ is a prime and $p=2 r+1$ is a prime such that $(-b / p)=(D / p)=1$,

$$
\mu(a, b, p)=p-1
$$

(ii) If $s$ is a prime and $p=2 s-1$ is a prime such that $(D / p)=1$ and $-b$ is a primitive root modulo $p$, then

$$
\mu(a, b, p)=p^{2}-1
$$

PROOF: (i) By the corollary to Lemma 2, $\mu(\alpha, b, p)$ is at most $p-1$ and the result now follows.
(ii) By Lemma 2,
and

$$
\begin{array}{r}
u_{p} \equiv(D / p) \equiv-1(\bmod p) \\
u_{p-(D / p)}=u_{p+1} \equiv 0(\bmod p)
\end{array}
$$

Now, by the recursion relation,

$$
\begin{aligned}
s(a, b, p) & =u_{\alpha(a, b, p)+1}=u_{p+2}=b u_{p}+a u_{p+1} \\
& \equiv-b+0 \equiv-b(\bmod p)
\end{aligned}
$$

Further,

$$
\operatorname{ord}_{p}(s(\alpha, b, p))=\operatorname{ord}_{p}(-b)=p-1
$$

by hypothesis. Thus,

$$
\begin{aligned}
\mu(a, b, p) & =(a, b, p) \cdot \operatorname{ord}_{p}(s(a, b, p)) \\
& =(p+1)(p-1)=p^{2}-1
\end{aligned}
$$

Unfortunately, it is not known if there exist an infinite number of pairs of primes of the form $(r, 2 r+1)$ or $(s, 2 s-1)$. Two other classic sets of primes, the Mersenne primes, $M_{q}=2^{q}-1$, where $q$ is a prime, and the Fermat primes, $F_{n}=2^{2^{n}}+1$, can have maximal periods. We have the following theorems.

THEOREM 2: Consider the PFLS $u(a, b)$. Let $p=M_{q}=2^{q}-1$ be a Mersenne prime.
(i) If $(-b / p)=(D / p)=-1$, then

$$
\alpha(a, b, p)=p+1
$$

(ii) If $(D / p)=-1$ and $-b$ is a primitive root modulo $p$, then

$$
\mu(a, b, p)=p^{2}-1
$$

PROOF: (i) By Lemma 2, $u_{p+1} \equiv 0(\bmod p)$. Now by Lemma 1 , if $u_{k} \equiv 0(\bmod p)$, then $\alpha(a, b, p) \mid k$. Moreover, by Lemma 3, $p \nmid u_{(p+1) / 2}$. The only divisors of $p+1$ are $2^{n}$, where $0 \leqslant n \leqslant q$. Thus,

$$
\alpha(a, b, p)=p+1
$$

since this is the only divisor of $p+1$ not dividing $(p+1) / 2$.
(ii) This follows from the same argument used in the proof of assertion (ii) of the corollary to Theorem 1.

THEOREM 3: Consider the PFLS $u(a, b)$. Let $p=F_{n}=2^{2^{n}}+1$ be a Fermat prime. $\overline{\text { If }(-b / p)}=-1$ and $(D / p)=1$, then

$$
\alpha(a, b, p)=\mu(a, b, p)=p-1
$$

PROOF: By Lemma 2 and its corollary, $\alpha(a, b, p) \mid p_{n}-1$ and $\mu(a, b, p) \mid p-1$. The only divisors of $p-1$ are $2^{k}$, where $0 \leqslant k \leqslant 2$. But by Lemma 3 , we have $p \nmid u_{(p-1) / 2}$. Therefore,

$$
\alpha(\alpha, b, p)=\mu(\alpha, b, p)=p-1
$$

since this is the only divisor of $p-1$ not dividing $(p-1) / 2$.
Unfortunately, again, it is not known if there are an infinite number of Mersenne or Fermat primes.

## 4. PRELIMINARY LEMMAS FOR THE GENERAL CASE

Theorems 1, 2, and 3 and the corollary to Theorem 1 are limited in that, for a specific PFLS, we do not know if there are an infinite number of primes having the required form to assure that these primes have maximal ranks of apparition or periods. What we intend to do is, instead of fixing the PFLS $u(a, b)$, we will fix the prime and ask if there are PFLS's for which the rank of apparition or period is a maximum. The answer is "yes" for both the cases $(D / p)=1$ and $(D / p)=-1$, and there are an infinite number of PFLS's which satisfy this condition. More generally, given an odd prime $p$, we will vary over all PFLS's and investigate the possible values for the period, rank of apparition, exponent of the multiplier, and multiplier modulo $p$. In the first three cases, we shall see that there exist PFLS's reduced modulo $p$ for which the function takes on a maximal value. Clearly, if we let the parameters $a$ and $b$ vary over all the integers rather than just the integers between 0 and $p-1$, we will obtain an infinite number of PFLS's $u(a, b)$ with this property. We will now need the following four lemmas.

LEMMA 4: Let $p$ be an odd prime. Suppose that $p \nmid b D$. Let $P$ be a prime ideal in $K=Q(\sqrt{D})$ dividing $p$. Consider the PFLS $u(\alpha, b)$.
(i) $\mu(a, b, p)$ is the least common multiple of the exponents of $r_{1}$ and $r_{2}$ modulo $P$.
(ii) $\alpha(\alpha, b, p)$ is the exponent of $r_{1} / r_{2}$ modulo $P$. This is also the least positive integer $n$ such that $r_{1}^{n} \equiv r_{2}^{n}(\bmod P)$. If $(D / p)=-1$, then $\alpha(\alpha, b, p)$ is also the least positive integer $n$ such that $r_{1}^{n}$ is congruent to a rational integer modulo $P$.
(iii) If $k=\alpha(\alpha, b, p)$, then

$$
s(a, b, p) \equiv r_{1}^{k}(\bmod P)
$$

PROOF: Let $R$ denote the integers of $K$. Since $b \not \equiv 0(\bmod p)$, neither $r_{1}$ nor $r_{2} \equiv 0(\bmod P)$. Since $R / P$ is a field of $p$ or $p^{2}$ elements, $r_{1} / r_{2}(\bmod P)$ is we11-defined.
(i) Let $n=\mu(a, b, p)$. Then

$$
u_{n} \equiv 0(\bmod p) \equiv 0(\bmod P)
$$

and

$$
u_{n+1} \equiv 1(\bmod p) \equiv 1(\bmod P)
$$

by definition of $\mu(a, b, p)$. Since $D=\left(r_{1}-r_{2}\right)^{2} \not \equiv 0(\bmod p)$,

$$
u_{n}=\left(r_{1}^{n}-r_{2}^{n}\right) /\left(r_{1}-r_{2}\right)
$$

is well-defined modulo $P$. Since

$$
\left(r_{1}^{n}-r_{2}^{n}\right) /\left(r_{1}-r_{2}\right) \equiv 0(\bmod P), r_{1}^{n} \equiv r_{2}^{n}(\bmod P)
$$

Hence,

$$
u_{n+1} \equiv\left(r_{1}^{n}\left(r_{1}\right)-r_{1}^{n}\left(r_{2}\right)\right) /\left(r_{1}-r_{2}\right) \equiv r_{1}^{n} \equiv 1(\bmod P)
$$

Thus,

$$
r_{1}^{n} \equiv r_{2}^{n} \equiv 1(\bmod P)
$$

Conversely, if

$$
r_{1}^{k} \equiv r_{2}^{k} \equiv 1(\bmod P)
$$

then it easily follows that $u_{k} \equiv 0(\bmod p)$ and $u_{k+1} \equiv 1(\bmod p)$. Assertion (i) now follows.

Now let $n=\alpha(\alpha, b, p)$. Then

$$
\begin{equation*}
u_{n}=\left(r_{1}^{n}-r_{2}^{n}\right) /\left(r_{1}-r_{2}\right) \equiv 0(\bmod P) \tag{ii}
\end{equation*}
$$

This occurs only if $r_{1}^{n} \equiv r_{2}^{n}(\bmod P)$. Dividing through by $r_{2}^{n}$, we obtain

$$
\left(r_{1} / r_{2}\right)^{n} \equiv 1(\bmod P),
$$

and hence $\alpha(\alpha, b, p)$ is the exponent of $r_{1} / r_{2}(\bmod P)$. Further, if $(D / p)=-1$, let $\sigma$ be the automorphism of the Galois field $R / P$ of $p^{2}$ elements. Then

$$
\sigma\left(r_{1}\right)=r_{1}^{p} \equiv r_{2}(\bmod P)
$$

and

$$
\sigma\left(r_{1}^{n}\right)=\left(r_{1}^{p}\right)^{n} \equiv r_{2}^{n}(\bmod P)
$$

Thus, if $r_{1}^{n} \equiv r_{2}^{n}(\bmod P)$, we obtain $\left(r_{1}^{n}\right)^{p} \equiv r_{1}^{n}(\bmod P)$. Now, $R / P=$ $Z_{p}[\sqrt{D}]$, where $Z_{p}^{2}$ is the field with $p$ elements. In $Z_{p}[\sqrt{D}]$, the only solutions of the equation

$$
x^{p}-x=0
$$

are those in $Z_{p}$ by Fermat's theorem. Consequently, the rest of assertion (ii) now follows.
(iii) Let $k=\alpha(\alpha, b, p)$. Then

$$
u_{k+1} \equiv s(a, b, p)(\bmod p) \equiv s(\alpha, b, p)(\bmod p) .
$$

By the proof of (ii), $r_{1}^{k} \equiv r_{2}^{k}(\bmod P)$. Thus,

$$
\begin{aligned}
u_{k+1} & =\left(r_{1}^{k+1}-r_{2}^{k+1}\right) /\left(r_{1}-r_{2}\right) \equiv\left(r_{1}^{k}\left(r_{1}\right)-r_{1}^{k}\left(r_{2}\right)\right) /\left(r_{1}-r_{2}\right) \\
& \equiv r_{1}^{k} \equiv s(\alpha, \bar{b}, p)(\bmod P) .
\end{aligned}
$$

The proof is now complete.

LEMMA 5: Let $p$ be an odd prime. Let $m$ be a residue modulo $p$. Then, given a fixed integer $\alpha$, there exists a unique residue $b(\bmod p)$ such that in the PFLS $u(\alpha, b),(D / p)=0$ or. 1 and $r_{1} \equiv m(\bmod p)$.

PROOF: We want

$$
m \equiv\left(a+\sqrt{a^{2}+4 b}\right) / 2(\bmod p)
$$

Then

$$
(2 m-a)^{2} \equiv a^{2}+4 b(\bmod p)
$$

Solving for $b$, we see that $b \equiv m^{2}-a m(\bmod p)$ suffices. Note that if $m \equiv a / 2$ $(\bmod p)$, then $r_{1} \equiv r_{2}(\bmod p)$ and $(D / p)=0$.

LEMMA 6: Let $m \neq(\bmod p)$ be some residue modulo $p$, where $p$ is an odd prime. Then, given a fixed integer $b$, where $b \neq 0(\bmod p)$, there exists a unique residue $a(\bmod p)$ such that in the PFLS $u(a, b),(D / p)=0$ or 1 and $r_{1} \equiv m$ $(\bmod p)$.

PROOF: By the proof of Lemma 5, if such a residue $\alpha$ exists,

$$
b \equiv m^{2}-c m(\bmod p)
$$

Solving for $a$, we obtain

$$
a \equiv\left(m^{2}-b\right) / m(\bmod p)
$$

Thus, such a residue $a$ does exist. Note that if $m^{2} \equiv-b(\bmod p)$, then

$$
r_{2} \equiv-b / m \equiv m \equiv r_{1}(\bmod p)
$$

and $(D / p)=0$.

LEMMA 7: Let $m$ and $n$ be a fixed pair of residues modulo $p$ where $p$ is an odd prime. Then there exists a unique PFLS $u(\alpha, b)$ reduced modulo $p$ such that $(D / p)=0$ or 1 and $r_{1} \equiv m, r_{2} \equiv n(\bmod p)$.

PROOF: Suppose that such a PFLS $u(a, b)$ does exist. Then $r_{1} \equiv m$ and $r_{2} \equiv n$ $(\bmod p)$. Further, $r_{1}+r_{2}=a$. Moreover, $r_{1} r_{2}=-b$. Thus,

$$
a \equiv m+n, b \equiv-m n(\bmod p)
$$

suffice as the parameters of the PFLS $u(a, b)$. Note that if $m \equiv n(\bmod p)$, then $r_{1} \equiv r_{2}(\bmod p)$ and $(D / p)=0$.

$$
\text { 5. THE CASE }(D / P)=1
$$

We are now ready to present our main results.

THEOREM 4: Let $p$ be an odd prime and let $d \neq 1$ be a divisor of $p-1$. Let $t(d)$ be the number of ways of expressing $d$ as the least common multiple of the exponents of the nonzero residues $m$ and $n(\bmod p)$, where $m \not \equiv n(\bmod p)$. Then there exist $t(d)$ PFLS's $u(\alpha, b)$, where $0 \leqslant a \leqslant p-1$ and $1 \leqslant b \leqslant p-1$, reduced modulo $p$, such that $(D / p)=1$ and $\mu(a, b, p)=d$. In particular there exist $t(p-1)$ reduced PFLS's $u(a, b)$ with a maximal period of $p-1$.

PROOF: First, by the corollary to Lemma $2, \mu(\alpha, b, p)$ is at most $p-1$. By Lemma 4(i), $\mu(a, b, p)$ is the least common multiple of the exponents of $r_{1}$ and $r_{2}$ modulo $p$. By Lemma 7, for any pair of residues $m$ and $n$, where $m \not \equiv n$ $(\bmod p)$, we can find a PFLS $u(a, b)$ such that $r_{1} \equiv m(\bmod p), r_{2} \equiv n(\bmod p)$, and $(D / p)=1$. Since for any positive divisor $d$ of $p-1$ there exists a residue $m$ such that $\operatorname{ord}_{p}(m)=d$, the theorem follows.

THEOREM 5: Let $p$ be an odd prime and let $d \neq 1$ be any positive divisor of $p-1$. Then there exist exactly $(p-1) / 2 \cdot \phi(d)$ PFLS's $u(\alpha, b)$ reduced modulo $p$ such that $b \neq 0(\bmod p),(D / p)=1$, and $\alpha(\alpha, b, p)=d$. In particular there exist $(p-1) / 2 \cdot \phi(p-1)$ such PFLS's with a maximal rank of apparition of $p-1$.

PROOF: $\alpha(a, b, p)=d$ if and only if

$$
u_{d}=\left(r_{1}^{d}-r_{2}^{d}\right) /\left(r_{1}-r_{2}\right) \equiv 0(\bmod p)
$$

and $u_{n} \not \equiv 0(\bmod p)$ for any positive integer $n<d$. Let $r_{2} \equiv g r_{1}$, where $g \not \equiv 1$ $(\bmod p)$. Then $r_{2}^{d} \equiv g^{d} r_{1}^{d}$. Hence, $\alpha(\alpha, b, p)=d$ if and only if $g$ belongs to the exponent $d$ modulo $p$. Note that neither $r_{1}$ nor $r_{2} \equiv 0(\bmod p)$, since $b \not \equiv$ $0(\bmod p)$. Now there exist $\phi(d)$ residues belonging to the exponent $d$ modulo $p$. Since $r_{1}$ can be any one of the $p-1$ nonzero residues by Lemma 7 , we have $(p-1) \cdot \phi(d)$ ordered pairs of residues, $\left(r_{1}, r_{2}\right) \equiv\left(r_{1}, g r_{1}\right)$, such that the corresponding PFLS $u(\alpha, b)$ has a rank of apparition of $p$ equal to $d$.

We are really interested in the unordered pairs of solutions for $r_{1}$ and $r_{2}$, since $r_{1}$ and $r_{2}$ considered in any order determine the same PFLS. The ordered pairs $\left(r_{1}, r_{2}\right)$ and $\left(r_{2}, r_{1}\right)$ are equal as unordered pairs. Now, if $r_{2} \equiv g r_{1}$, then $r_{1} \equiv r_{2} / g$, where $g \not \equiv 0(\bmod p)$, since neither $r_{1}$ nor $r_{2} \equiv 0$ (mod $p$ ). But if $g$ belongs to the exponent $d$, so does $1 / g$. Further, $r_{1} \not \equiv r_{2}$ $(\bmod p)$, since $(D / p) \neq 0$. Thus, exactly half of the $(p-1) \cdot \phi(d)$ ordered pairs are equal as unordered pairs. The theorem now follows.

THEOREM 6: Let $p$ be an odd prime. If $d \mid p-1$ and $d \neq p-1$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $b \not \equiv 0(\bmod p),(D / p)=1$, and $\beta(\alpha, b, p)=d$. Further, if $s \not \equiv 0(\bmod p)$ is a fixed integer, then there exists a PFLS $u(\alpha, b)$ reduced modulo $p$ such that $s(a, b, p) \equiv s(\bmod p)$.

PROOF: By Lemma 7, simply pick residues $r_{1}$ and $r_{2}$ modulo $p$ such that

$$
\operatorname{ord}_{p}\left(r_{1}\right)=p-1 \quad \text { and } \quad r_{2} \equiv g r_{1}(\bmod p),
$$

where $\operatorname{ord}_{p}(g)=(p-1) / d$ and $g \not \equiv 1(\bmod p)$. Hence, for the corresponding PFLS $u(a, b)$,

$$
\mu(\alpha, b, p)=\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right]=p-1
$$

by Lemma 4(i), where $[m, n]$ is the least common multiple of $m$ and $n$. By the proof of Theorem 5,

Then

$$
\alpha(\alpha, b, p)=(p-1) / d
$$

$$
\beta(a, b, p)=\mu(a, b, p) / \alpha(a, b, p)=d
$$

Now suppose that $s$ is a fixed integer and the exponent of $s$ modulo $p$ is $d$. Then, by elementary number theory, there is a primitive root $r_{1}$ of $p$ such that $r_{1}^{(p-1) / d} \equiv s(\bmod p)$. By the above proof, we can find an integer $r_{2}$ such that $r_{1}$ and $r_{2}$ are the characteristic roots of the PFLS $u(a, b)$ with

$$
\mu(\alpha, b, p)=p-1 \quad \text { and } \quad \alpha(\alpha, b, p)=(p-1) / d=k
$$

Then

$$
s(\alpha, b, p) \equiv p^{k} \equiv s(\bmod p)
$$

and we are done.

$$
\text { 6. THE CASE }(D / P)=-1
$$

Theorems 7, 8 , and 9 below will deal with those PFLS's $u(a, b)$ for which $(D / p)=-1$.

THEOREM 7: Let $p$ be an odd prime. Suppose that $d \mid p^{2}-1$ but $d \nmid p-1$. Then there exist exactly (1/2) $\phi(d)$ PFLS's $u(a, b)$ reduced modulo $p$ such that

$$
(D / p)=-1 \quad \text { and } \quad \mu(\alpha, b, p)=d
$$

In particular, there exist exactly (1/2) $\phi\left(p^{2}-1\right)$ reduced PFLS's $u(a, b)$ with a maximal period of $p^{2}-1$.

PROOF: Look at $G F\left(p^{2}\right)$, the finite field of $p^{2}$ elements. Since the nonzero elements form a cyclic multiplicative group, there exist exactly $\phi(d)$ elements in this field belonging to the exponent $d$. Let $r_{1}$ be one of these elements. Let $Z_{p}$ represent the field of $p$ elements. Now, $r_{1} \varepsilon \operatorname{GF}\left(p^{2}\right)$ but $r_{1} \notin Z_{p}$ by Fermat's Little Theorem, since the exponent of $r_{1}$ does not divide $p-1$. So $Z_{p}\left[r_{1}\right]=\operatorname{GF}\left(p^{2}\right)$. Thus, $r_{1}$ satisifes an irreducible polynomial of degree 2 over $Z_{p}$ :

$$
\begin{equation*}
x^{2}-a x-b=0, \tag{5}
\end{equation*}
$$

where $0 \leqslant \alpha \leqslant p-1$ and $1 \leqslant b \leqslant p-1$. The other root of this polynomial is $\sigma\left(r_{1}\right)=r_{1}^{p}=r_{2}$. Then

$$
r_{1}=\left(a+\sqrt{a^{2}+4 b}\right) / 2 \quad \text { and } \quad r_{2}=\left(a-\sqrt{a^{2}+4 b}\right) / 2
$$

can be considered elements of $K=Q\left(\sqrt{a^{2}+4 b}\right)$. Let $P$ denote a prime ideal of $K$ dividing $p$. By assumption, both $r_{1}$ and $r_{2}$ belong to the exponent $d$ in the field $R / P$ of $p^{2}$ elements, since $r_{1}$ does and $r_{2}$ is automorphic to $r_{1}$. Hence, by Lemma $4(i), \mu(\alpha, b, p)=d$. Finally, it is clear that there exist exactly $(1 / 2) \phi(d)$ such PFLS's reduced modulo $p$, since each PFLS $u(a, b)$ is determined by $r_{1}$ and $r_{2}$.

THEOREM 8: Let $p$ be an odd prime. Suppose $d \mid p+1$ and $d \neq 1$. Then, there exist PFLS's reduced modulo $p$, such that $(D / p)=-1$ and $\alpha(\alpha, b, p)=\alpha$. In particular, there exist PFLS's $u(\alpha, b)$ with a maximal rank of apparition of $p$ of $p+1$.

PROOF: First, find an element $r_{1}$ of GF ( $p^{2}$ ) such that $r_{1}$ belongs to the exponent $(p-1) d$. Then $r_{1}$ is not a $(p-1)$ st root of unity and, hence, $r_{1}$ is not a member of the prime field $Z_{p}$. Thus, $\operatorname{GF}\left(p^{2}\right)=Z_{p}\left[r_{1}\right]$. As in the proof of Theorem 7, we can consider $r_{1}$ an element of $K$. Let $P$ be a prime ideal in $K$ dividing $p$. Then

$$
r_{1}^{(p-1) d} \equiv 1(\bmod P)
$$

and $r_{1}^{d}$ is a $(p-1)$ st root of unity in $R / P$. Hence,

$$
r_{1}^{d} \equiv z(\bmod P)
$$

where $z$ is a rational integer and $z \not \equiv 0(\bmod p)$, since these are the only residue classes $(\bmod P)$ that are $(p-1)$ st roots of unity.

Now, suppose that $r_{1}^{n} \equiv z^{\prime}(\bmod p)$, where $0<n<d$ and $z^{\prime}$ is a rational integer. Then

$$
r_{1}^{n(p-1)} \equiv 1(\bmod P)
$$

and $n(p-1)<(p-1) d$. But this is a contradiction. Thus, $d$ is the least positive integer such that $r_{1}^{d} \equiv z(\bmod P)$, where $z$ is a rational integer. Hence, by Lemma 4(ii), $\alpha(\alpha, b, p)=d$.

THEOREM 9: Let $p$ be an odd prime; also let $d \mid p-1$. If $p$ is not a Mersenne prime, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=-1$ and $\beta(a, b, p)=d$. If $p$ is a Mersenne prime then there exists at least one PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=-1$ and $\beta(\alpha, b, p)=d$ if and only if $d$ is even. In any case, there exists a PFLS $u(a, b)$ with a maximal exponent of the multiplier modulo $p$ of $p-1$. Further, if $d \mid p-1$ and there exists a PFLS $u(a, b)$ such that $\beta(a, b, p)=d$ and $s$ is any integer whose exponent modulo $p$ is $d$, then there exists a PFLS $u(\alpha, b)$ such that $s(\alpha, b, p) \equiv$ $s(\bmod p)$.

PROOF: Suppose that the period modulo $p$ of a PFLS $u(a, b)$ is $k$, where

$$
k \nmid p-1, k \mid p^{2}-1, \text { and }(D / p)=-1
$$

By the proof of Theorem 8, both $r_{1}$ and $r_{2}$ belong to the exponent $k$ modulo $P$. It is clear that we can express $k$ uniquely as the product of $m$ and $n$, where $m$ and $n$ are positive integers, $m|p-1, n| p+1, n>1$, and ( $m n, p-1$ ) $=m$. We shall show that $n=\alpha(\alpha, b, p)$ and $m=\beta(\alpha, b, p)$.

By Lemma $4(i i), \alpha(\alpha, b, p)$ is the least positive integer $c$ such that $r_{1}^{c}$ is congruent to a rational integer modulo $P$. Now, $n$ is such an integer, because $r_{1}^{n}$ is an $m$ th root of 1 in $R / P$ and $m \mid p-1$. I claim that no smaller positive integer $j$ suffices. If this were true, then

$$
\beta(a, b, p)=\mu(a, b, p) / \alpha(a, b, p)=m n / j
$$

and $m n / j$ must divide $p-1$. Clearly,

$$
m n / j \mid m n
$$

also. But, since $j\langle n, m n / j\rangle m$. However, $m$ is the largest integer dividing both $m$ and $p-1$, so we have a contradiction. Thus, $\alpha(\alpha, b, p)=n$ and $\beta(a, b, p)=\mu(\alpha, b, p) / \alpha(\alpha, b, p)=m$ 。

Now suppose that $p$ is not a Mersenne prime. Clearly, $(p-1, p+1)=2$. Since $p$ is not a Mersenne prime, $p+1$ has a prime factor $h>2$ such that $(h, p-1)=1$. Let $r_{1}$ be any integer in $R$ whose exponent (mod $P$ ) is dh. By the proof of Theorem 7, we can find a PFLS $u(\alpha, b)$ such that $(D / p)=-1$, the characteristic roots $r_{1}$ and $r_{2}$ have exponent $d h(\bmod P)$, and $\mu(\alpha, b, p)=d h$. It is apparent that $(d h, p-1)=d$. By our above arguments in this proof, $\beta(\alpha, b, p)=d$. Furthermore, among the $\phi(d h)$, such possibilities for $r_{1}, r_{1}$ must be one of the $\phi(d)$ residues (mod $P$ ) whose expopent is $d$. Since ( $d, h$ ) $=$ $1, \phi(d h)=\phi(d) \phi(h)$. Thus, it follows that for any fixed integer $s$ with exponent $d(\bmod p)$, there exist $\phi(h)$ residues $r_{1}(\bmod P)$ such that $r_{1}^{h} \equiv s(\bmod$ $P)$. Then $r_{1}$ and $\sigma\left(r_{1}\right)=r_{2}$ are the characteristic roots of a unique PFLS $u(a, b)$ modulo $p$, where $\sigma$ is the Frobenius automorphism of $R / P$. By Lemma 4(iii),

$$
r_{1}^{h} \equiv s(\alpha, b, p) \equiv s(\bmod p) .
$$

Now assume that $p$ is a Mersenne prime. Then $p+1$ is a power of 2 and $2 \mid p-1$ but $4 \nmid p-1$. If $d$ is an even number, then by Theorem 7 we can find a PFLS $u(\alpha, b)$ such that $(D / p)=-1$ and $\mu(a, b, p)=2 d$. It is easily seen that $(2 d, p-1)=d$. By our above arguments, $\beta(\alpha, b, p)=d$. Further, by using our arguments above, if $s$ is a residue $(\bmod p)$ whose exponent is $d$, then there exists a PFLS $u(a, b)$ such that $s(a, b, p) \equiv s(\bmod p)$. If $d$ is an odd number, it is impossible to find positive integers $h$ and $k$ such that $d h=k$, $d|p-1, h| p+1, h>1$, and $(d h, p-1)=d$. This is so because $h$ must be a power of 2 greater than 1 and thus $(d h, p-1)=2 d$, not $d$. The theorem now follows.

$$
\text { 7. THE CASE }(D / p)=0
$$

Theorem 10 will explore the case in which $(D / p)=0$. But first, we will need Lemma 8, which discusses the possibilities for $\mu(\alpha, \bar{b}, p), \alpha(\alpha, \bar{b}, p)$, $\beta(a, b, p)$, and $s(a, b, p)$ for such PFLS's $u(a, b)$.

LEMMA 8: In the PFLS $u(a, b)$, suppose $p \nmid a b$, but $p \mid D$. Let $a^{\prime}=a / 2$. Then

$$
\begin{aligned}
& \alpha(a, b, p)=p \\
& \mu(a, b, p)=p \cdot \operatorname{ord}_{p}\left(\alpha^{\prime}\right) \\
& s(a, b, p) \equiv \alpha^{\prime}(\bmod p)
\end{aligned}
$$

and

$$
\beta(a, b, p)=\operatorname{ord}_{p}\left(\alpha^{\prime}\right) .
$$

PROOF: The fact that $\alpha(\alpha, b, p)=p$ follows from Lemma 2. The rest of the theorem follows from definition of the terms and the fact that

$$
s(a, b, p) \equiv r_{1}^{p} \equiv(a / 2)^{p} \equiv(a / 2)(\bmod p)
$$

THEOREM 10: Let $p$ be an odd prime.
(i) There exist exactly $p-1$ PFLS's $u(\alpha, \bar{b})$ reduced modulo $p$ such that $(D / p)=0, b \not \equiv 0(\bmod p)$, and $\alpha(a, b, p)=p$.
(ii) If $d \mid p-1$, then there exist exactly $\phi(d)$ PFLS's $u(a, b)$ reduced modulo $p$ such that $\beta(a, b, p)=d$ and $\mu(\alpha, b, p)=d p$. If $s$ is any integer such that the exponent of $s(\bmod p)$ is $d$, then there exists exactly one of these $\phi(d)$ PFLS's $u(a, b)$ reduced modulo $p$ such that $s(a, b, p) \equiv s(\bmod p)$.

PROOF: (i) $\alpha(a, b, p)=p$ if and only if $a^{2}+4 b \equiv 0(\bmod p)$. Given a nonzero residue $a$, there is a unique nonzero residue $b$ such that $a^{2}+4 b \equiv 0(\bmod p)$. Assertion (i) now easily follows from Lemma 8 and Lemma 7.
(ii) By Lemma $8, s(a, b, p) \equiv a / 2(\bmod p)$. The result now easily follows from Lemma 7.

## 8. THE CASE FOR WHICH $b$ IS A FIXED INTEGER

By Lemma 3, one might suspect that the parameter $b$ might play a large part in determining the divisibility properties of the PFLS $u(a, b)$. The following two well-known identities add further credence to this suspicion, since they depend only on the parameter $b$.

$$
\begin{align*}
& u_{n}^{2}-u_{n-1} u_{n+1}=(-b)^{n-1} .  \tag{6}\\
& u_{m+n}=b u_{m} u_{n-1}+u_{n} u_{m+1} . \tag{7}
\end{align*}
$$

Both (6) and (7) can be proved from the Binet formulas or by induction. So, given a fixed value of $b$, we should be able to develop some conclusions concerning the possible periods and ranks of apparition of PFLS's $u(a, b)$ with respect to a given odd prime $p$. In particular, we have the following three theorems.

THEOREM 11: Suppose that $p$ is an odd prime and $b$ is any integer such that $\bar{b} \neq(\bmod p)$. If $\mu(\alpha, b, p)=d$, then $\operatorname{ord}_{p}(-b) \mid d$ for any PFLS $u(a, b)$ such that $(D / p)=1$. Let $d \neq 1$ be any integer such that $d \mid p-1$ and $\operatorname{ord}_{p}(-b) \mid d$. Further, suppose that it is not the case that both $b \equiv 1(\bmod p)$ and $d=4$ or both $b \equiv-1(\bmod p)$ and $d=2$. Then there exists at least one PFLS $u(a, b)$ reduced modulo $p$ such that $\mu(\alpha, b, p)=d$ and $(D / p)=1$. If $b \equiv 1(\bmod p)$ and $d=4$ or $b \equiv-1(\bmod p)$ and $d=2$, then no such PFLS $u(a, b)$ exists. In particular, if $\operatorname{ord}_{p}(-b)=p-1$, then there exists at least one PFLS $u(\alpha, b)$ with a maximal period modulo $p$.

PROOF: Firstly, we shall show that if $u(\alpha, b)$ is a PFLS such that $(D / p)=1$ and $\mu(\alpha, b, p)=d$, then $\operatorname{ord}_{p}(-b) \mid d$. Note that $-b=r_{1} r_{2}$ and $d=\left[\operatorname{ord}_{p}\left(r_{1}\right)\right.$, $\operatorname{ord}_{p}\left(r_{2}\right)$ ] by Lemma 4(i). Thus, it follows that

$$
(-b)^{d}=r_{1}^{d} r_{2}^{d} \equiv 1 \cdot 1 \equiv 1(\bmod p) .
$$

Thus, $\operatorname{ord}_{p}(-b) \mid d$. Next, note that if $(D / p)=1$, then $r_{1} \not \equiv r_{2}(\bmod p)$. Since $r_{2}=-b / r_{1}, r_{1} \equiv r_{2}(\bmod p)$ if and only if $r_{1}^{2} \equiv-b(\bmod p)$.

If $d \neq 2,3,4$, or 6 , then $\phi(d) \geqslant 4$. Consequently, we can then choose a residue $r_{1}$ modulo $p$ such that $\operatorname{ord}_{p}\left(r_{1}\right)=d$ and $r_{1}^{2} \not \equiv-b(\bmod p)$, since there are $\phi(d)$ residues $n(\bmod p)$ such that $\operatorname{ord}_{p}(n)=d$ and at most two residues $m$ $(\bmod p)$ such that $m^{2} \equiv-b(\bmod p)$. Then

$$
r_{2}^{d} \equiv\left(-b / r_{1}\right)^{d} \equiv 1(\bmod p),
$$

since $\operatorname{ord}_{p}(-b) \mid d$. Hence, $\operatorname{ord}_{p}\left(r_{2}\right) \mid \operatorname{ord}_{p}\left(r_{1}\right)$ and

$$
\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right]=d
$$

By Lemma $4(i), \mu(a, b, p)=d$ for the PFLS $u(a, b)$ corresponding to $r_{1}$ and $r_{2}$ (mod $p$ ). By Lemma 6, we can find a PFLS $u(a, b)$ such that its characteristic root $r_{1}$ indeed satisfies the conditions that $\operatorname{ord}_{p}\left(r_{1}\right)=d$ and $r_{1}^{2} \not \equiv-b(\bmod$ p).

Now suppose that $d=2,3,4$, or 6 and we can choose a residue $r_{1}(\bmod p)$ such that $\operatorname{ord} p\left(r_{1}\right)=d$ and $p_{1}^{2} \not \equiv-b(\bmod p)$. Then, by our previous argument, $\mu(a, b, p)=d$.

If $d=2$ and $r_{1}^{2} \equiv-b(\bmod p)$ for all choices of $r_{1}$ such that $\operatorname{ord} p\left(r_{1}\right)=2$, then $-b \equiv 1(\bmod p)$. However, this case is excluded by hypothesis.

If $d=3$ and $r_{1}^{2} \equiv-b(\bmod p)$ for all choices of $r_{1}$ such that $\operatorname{ord}_{p}\left(r_{1}\right)=3$, then $\operatorname{ord}_{p}(-b)=3$. Now, choose $r_{1} \equiv 1(\bmod p)$. Then

$$
r_{2} \equiv-b / r_{1} \equiv-b(\bmod p) .
$$

By Lemma 4(i), $\mu(a, b, p)=3$.
If $d=4$ and $r_{1}^{2} \equiv-b(\bmod p)$ for all choices of $r_{1}$ such that $\operatorname{ord} p\left(r_{1}\right)=4$, then $-b \equiv-1(\bmod p)$. But this case is excluded by hypothesis.

If $a=6$ and $r_{1} \equiv-b(\bmod p)$ for all choices of $r_{1}$ such that $\operatorname{ord}_{p}\left(r_{1}\right)=6$, then $\operatorname{ord}_{p}(-b)=3$. In this case, choose $r_{1} \equiv-1(\bmod p)$. Then $r_{2} \xlongequal{\equiv}-\bar{b} /-1 \equiv$ $b(\bmod p) . \quad$ Clearly then, $\operatorname{ord}_{p}(b)=6$. By Lemma $4(i), \mu(a, b, p)=6$.

Now suppose that $b \equiv 1(\bmod p)$ and $d=4$. Then $\left\{u_{n}\right\}$ modulo $p$ is of the form

$$
\begin{aligned}
& u_{0} \equiv 0, u_{1} \equiv 1, u_{2} \equiv a, u_{3} \equiv a^{2}+1 \\
& u_{4} \equiv a^{3}+2 a \equiv 0, u_{5} \equiv a^{2}+1, \ldots
\end{aligned}
$$

Since $a^{2}+1 \equiv 1(\bmod p)$, then $\alpha \equiv 0(\bmod p)$. But then, $\mu(a, b, p)=2$ and not 4. Thus, $\mu(a, 1, p)$ can never be 4 .

If $b \equiv-1(\bmod p)$ and $d=2$, then $\left\{u_{n}\right\}$ modulo $p$ is of the form

$$
u_{0} \equiv 0, u_{1} \equiv 1, u_{2} \equiv 0, u_{3} \equiv-u_{1} \equiv 1, \ldots
$$

But it is clearly impossible for $u_{3}$ to be both congruent to -1 and 1 if $p$ is an odd prime. Thus, $\mu(a,-1, p)$ never equals 2 .

THEOREM 12: Let $p$ be an odd prime, and let $b$ be any integer such that $b \not \equiv 0$ $(\bmod p)$.
(i) If $(-b / p)=1$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\alpha(a, b, p)=d$ if and only if $d \mid(p-1) / 2$, where $d \neq 1$.
(ii) If $(-b / p)=-1$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\alpha(\alpha, b, p)=d$ if and only if $d \mid p-1$ and $d X(p-1) / 2$.

PROOF: (i) Firstly, $\alpha(\alpha, b, p)$ can never equal 1 , since $u_{1}=1$. Now, suppose that we have found a PFLS $u(a, b)$ such that $\alpha(\alpha, b, p)=d$, where $d \neq 1$ is a positive integer dividing $p-1$ and $(-b / p)=1$. Then

$$
r_{2}=-b / r_{1} \equiv g r_{1}(\bmod p)
$$

for some nonzero residue $g \not \equiv 1(\bmod p)$. This leads to the congruence

$$
\begin{equation*}
r_{1}^{2} \equiv-b / g(\bmod p) \tag{8}
\end{equation*}
$$

If $\alpha(\alpha, b, p)=d$, then by Lemma 4 (ii), $d$ is the least positive integer such that $r_{1}^{d} \equiv r_{2}^{d}(\bmod p)$. Consequently, $\operatorname{ord}_{p}(g)=d$. Since $(-b / p)=1$, congruence (8) is solvable if and only if $(g / p)=1$. But since $\operatorname{ord}_{p}(g)=d,(g / p)=1$ if and only if

$$
a \mid(p-1) / 2
$$

By Lemma 6, we can now choose $r_{1}$ such that

$$
r_{1}^{2} \equiv-b / g(\bmod p)
$$

where $\operatorname{ord}_{p}(g)=d$. Assertion (i) now follows.
(ii) This proof is similar to the proof of (i).

Before presenting Theorem 13, we will need Lemma 9, which is due to Wyler [8].

LEMMA 9 (Wyler): Consider the PFLS $u(a, b)$. Suppose $b \neq 0(\bmod p)$, and let $h=\operatorname{ord}_{p}(-\bar{b})$. Suppose $h=2^{c} h^{\prime}$, where $h^{\prime}$ is an odd integer. Let

$$
k=\alpha(a, b, p)=2^{j} k^{\prime}
$$

where $k^{\prime}$ is an odd integer. Let $H$ be the least common multiple of $h$ and $k$.
(i) $\mu(a, b, p)=H$ or $2 H ; \beta(a, b, p)=H / k$ or $2 H / k$.
(ii) If $c \neq j$, then $\mu(\alpha, b, p)=2 H$. If $c=j>0$, then $\mu(a, b, p)=H$.

THEOREM 13: Let $p$ be an odd prime of the form $2^{m} q+1$, where $q$ is an odd integer. Let $b$ be a fixed integer such that $b \neq 0(\bmod p)$. Let $h=\operatorname{ord}_{p}(-b)=$ $2^{c} h^{\prime}$, where $h^{\prime}$ is an odd integer.
(i) If $\alpha$ is an integer, then $\beta(\alpha, b, p) \mid 2 h$ for the PFLS $u(\alpha, b)$.
(ii) If $(-b / p)=-1$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(\alpha, b, p)=d$ if and only if $d \mid h^{\prime}$.
(iii) If $(-b / p)=1, h^{\prime} \neq q$, and either $c=0$ or $c<m-1$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $B(a, b, p)=d$ if and only if $d \mid 2 h$.
(iv) If $(-b / p)=1, m \geqslant 2, c=m-1$, and $h^{\prime} \neq q$, then there exists a PFLS $u(\alpha, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(\alpha, b$, $p)=d$ if and only if $d \mid 2 h$ and $d \nexists 2(\bmod 4)$.
(v) If $(-b / p)=1, m=1$, and $h=q$, then there exists a PFLS $u(\alpha, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(\alpha, b, p)=d$ if and only if $d \mid 2 h$ and $h \nmid d$.
(vi) If $(-b / p)=1, m \geqslant 2$, and $h=q$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(\alpha, b, p)=d$ if and only if $d \mid 2 h$ and $d \neq h$.
(vii) If $(-b / p)=1, m=2$, and $h=2 q$, then there exists a PFLS $u(\alpha, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(\alpha, b, p)=d$ if and only if $d \mid 2 h, d \neq 2(\bmod 4)$, and $h \nmid d$.
(viii) If $(-b / p)=1, m \geqslant 3,1 \leqslant c<m-1$, and $h^{\prime}=q$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(a, b, p)=d$ if and only if $d \mid 2 \hbar$ and $d \neq 2 h$.
(ix) If $(-b / p)=1, m \geqslant 3, c=m-1$, and $\hbar^{\prime}=q$, then there exists a PFLS $u(a, b)$ reduced modulo $p$ such that $(D / p)=1$ and $\beta(a, b$, $p)=d$ if and only if $d 2 h, d \neq 2(\bmod 4)$, and $d \neq 2 h$.
(x) If there exists a PFLS $u(a, b)$ such that $\beta(\alpha, b, p)=d$ and $s$ is an integer such that $\operatorname{ord} p(s)=d$, then there exists a PFLS $u(a, b)$ such that $s(a, b, p) \equiv s(\bmod p)$.

PROOF: (i) Let $k=\alpha(\alpha, b, p)$. By the definition of $s(\alpha, b, p)$ and (6),

$$
s^{2}=u_{k+1}^{2}=u_{k+1}^{2}-0 \equiv u_{k+1}^{2}-u_{k} u_{k+2} \equiv(-b)^{k}(\bmod p) .
$$

Thus,

$$
s^{2 h} \equiv(-b)^{k h} \equiv\left((-b)^{h}\right)^{k} \equiv 1 \equiv 1(\bmod p)
$$

and $\operatorname{ord}_{p}(s)$, which is equal to $\beta(\alpha, b, p)$, divides $2 h$.
(ii) Note that $(-b / p)=-1$ implies that $c=m$. Since $(-b / p)=-1$, it follows from Theorem 12 (ii) that for any PFLS $u(a, b)$ such that $(D / p)=1, \quad \alpha(a, b, p)\rangle(p-1) / 2$, but $\alpha(\alpha, b, p) \mid p-1$. Thus,

$$
2^{m} \mid \alpha(\alpha, b, p)
$$

By Theorem 11, $h=2^{c} h^{\prime} \mid \mu(a, b, p)$. Since $\alpha(a, b, p) \mid \mu(\alpha, b, p)$, $\mu(\alpha, b, p) \mid p-1$, and $\beta(\alpha, b, p)=\mu(\alpha, b, p) / \alpha(\alpha, b, p)$, it follows that $\beta(\alpha, b, p)$ is an odd integer. By part (i),

$$
\beta(\alpha, \bar{b}, p) \mid 2 \hbar .
$$

Thus,

$$
\beta(\alpha, b, p) \mid \hbar^{\prime}
$$

Now suppose that $d \mid h^{\prime}$. We wish to choose a residue $r_{1}$ such that

$$
\begin{equation*}
r_{1}^{2} \equiv(-b)^{d+1}(\bmod p) \tag{9}
\end{equation*}
$$

One solution for $r_{1}$ is $(-b)^{(d+1) / 2}$, since $d+1$ is even. By Lemma 6 , we can find a PFLS $u(a, b)$ whose characteristic root $r_{1}$ satisfies congruence (9). Now,

$$
r_{2}=-b / r_{1} \equiv(-b)^{(1-d) / 2}(\bmod p)
$$

Since $(d+1) / 2$ and $(1-d) / 2$ are relatively prime to each other and to $h^{\prime}$,

$$
\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right]=\operatorname{ord}_{p}(-b)=2^{c} h^{\prime}
$$

Thus, by Lemma 4(i), $\mu(a, b, p)=2^{c} h^{\prime}$. By Lemma 4(ii),

$$
\begin{aligned}
\alpha(a, b, p) & =\operatorname{ord}_{p}\left(r_{1} / r_{2}\right)=\operatorname{ord}_{p}\left((-b)^{\left.(d+1) / 2 /(-b)^{(1-d) / 2}\right)}\right. \\
& =\operatorname{ord}_{p}\left((-b)^{d}\right)=2^{c} h^{\prime} / d
\end{aligned}
$$

Thus

$$
\beta(a, b, p)=\mu(a, b, p) / \alpha(a, b, p)=\alpha
$$

(iii) It follows from part (i) that if $\beta(\alpha, b, p)=d$, then $\alpha \mid 2 h$. If $d \mid 2 h$ and $d$ is odd, then by the same argument as in the proof of part (ii), one can find a PFLS $u(a, b)$ such that $(D / p)=1$,

$$
\mu(a, b, p)=\operatorname{ord}_{p}(-b), \alpha(\alpha, b, p)=\operatorname{ord}_{p}(-b) / d
$$

and

$$
\beta(a, b, p)=d
$$

Now suppose that $c=0, d \mid 2 h$, and $d \equiv 2(\bmod 4)$. By what was stated above in this proof, we can find a PFLS $u(a, b)$ such that $(D / p)=1$,

$$
\mu(\alpha, b, p)=h, \alpha(\alpha, b, p)=h /\left(\frac{1}{2} d\right)
$$

and

$$
\beta(a, b, p)=d / 2,
$$

since $d / 2$ is odd. Note that

$$
\mu(\alpha, b, p), \alpha(a, b, p), \text { and } \beta(a, b, p)
$$

are all odd. Since $\mu(a, b, p)$ is odd, $\operatorname{ord}_{p}(s(a, b, p))$ is odd, and no power of $s(a, b, p)$ is congruent to -1 modulo $p$. Let $k=\alpha(a, b, p)$ and $s \equiv s(a, b, p)(\bmod p)$. Note that $u_{k+1} \equiv s$ $(\bmod p)$ and $u_{g k+1} \equiv s^{g}(\bmod p)$, where $g$ is a positive integer. One can easily verify that for the PFLS $u(a, b)$,

$$
u_{n}(-a, b)=(-1)^{n-1} u_{n}(a, b)
$$

It is clear that $\alpha(\alpha, b, p)=\alpha(-\alpha, b, p)$. Let $k^{\prime}=\alpha(-\alpha, b, p)$ $=k$ and $s^{\prime}=s(-a, b, p)$. Then $\mu(-a, b, p)=g k^{\prime}$ for some positive integer $g$ and

$$
\begin{aligned}
u_{g k^{\prime}+1}(-a, b) & \equiv\left(s^{\prime}\right)^{g} \equiv(-1)^{g k^{\prime}} u_{g k^{\prime}+1}(a, b) \\
& \equiv(-1)^{g k} s^{g} \equiv 1(\bmod p)
\end{aligned}
$$

Since $s^{g} \not \equiv-1(\bmod p)$ and $\operatorname{ord}_{p}(s)=d / 2$, it follows that

$$
g=\operatorname{ord}_{p}\left(s^{\prime}\right)=d
$$

and that $\beta(-\alpha, b, p)=d$.

Now suppose that $c>0,4 \mid d$, and $d \mid 2 h$. Choose a residue $n$ such that $n^{2} \equiv-b(\bmod p)$. This is possible because $m>c$ and $h^{\prime} \mid q$ imply that

$$
(-b)^{(p-1) / 2} \equiv(-b)^{2^{m-1} q} \equiv 1(\bmod p)
$$

By Lemma 6, we can find a PFLS $u(a, b)$ whose characteristic root $r_{1}$ satisfies

$$
r_{1}^{2} \equiv n^{d+2}(\bmod p)
$$

One solution for $r_{1}$ is $n^{(d / 2)+1}$, since $d$ is even. Then

$$
r_{2} \equiv-b / r_{1} \equiv n^{2-((d / 2)+1)} \equiv n^{1-(d / 2)}(\bmod p)
$$

Since $1+(d / 2)=-(1-(d / 2))+2$, the greatest common divisor of $1+(d / 2)$ and $1-(d / 2)$ must divide 2 . Since $d / 2$ is even, it follows that $1+(d / 2)$ and $1-(d / 2)$ are both odd, and thus relatively prime. Furthermore, $1+(d / 2)$ and $1-(d / 2)$ are both relatively prime to $\operatorname{ord}_{p}(n)$, which is equal to $2 h$. Thus,

$$
\mu(\alpha, b, p)=\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right]=\operatorname{ord}_{p}(n)=2 h
$$

Further,

$$
\begin{aligned}
\alpha(\alpha, b, p) & =\operatorname{ord}_{p}\left(r_{1} / r_{2}\right)=\operatorname{ord}_{p}\left(n^{\left.1+(d / 2) / n^{1-(d / 2)}\right)}\right. \\
& =\operatorname{ord}_{p}\left(n^{d}\right)=2 h / d
\end{aligned}
$$

Thus,

$$
\beta(a, b, p)=\mu(a, b, p) / \alpha(a, b, p)=d
$$

Finally, suppose that $c>0, d \mid 2 h$, and $d \equiv 2(\bmod 4)$. Choose a residue $f$ such that $f^{4} \equiv-b(\bmod p)$. This is possible, since $c<m-1$ and $h^{\prime} \mid q$ imply that

$$
(-b)^{(p-1) / 4} \equiv(-b)^{2^{m-2} q} \equiv 1(\bmod p)
$$

Note that $\operatorname{ord}_{p}(f) \mid 4 \hbar$. By Lemma 6 , we can find a PFLS $u(a, b)$ whose characteristic root $r_{1}$ satisfies

$$
r_{1}^{2} \equiv f^{d+4}(\bmod p)
$$

One solution for $r_{1}$ is $f^{(d / 2)+2}$, since $d$ is even. Then

$$
r_{1}=-b / r_{1} \equiv f^{4-((d / 2)+2)} \equiv f^{2-(d / 2)}(\bmod p)
$$

Since $2+(d / 2)=-(2-(d / 2))+4$, the greatest common divisor of $2+(d / 2)$ and $2-(d / 2)$ must divide 4 . Since $d \equiv 2(\bmod 4)$, $d / 2$ is odd. Consequently, $2-(d / 2)$ and $2+(d / 2)$ are both odd and therefore both are relatively prime to $4 h$, since $d \mid 2 h$. Thus,
[Nov.

$$
\mu(a, b, p)=\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right]=\operatorname{ord}_{p}(f)
$$

Further,

$$
\begin{aligned}
\alpha(a, b, p) & =\operatorname{ord}_{p}\left(r_{1} / r_{2}\right)=\operatorname{ord}_{p}\left(f^{2+(d / 2)} / f^{2-(d / 2)}\right) \\
& =\operatorname{ord}_{p}\left(f^{d}\right)=4 \cdot \operatorname{ord}_{p}(f) / d
\end{aligned}
$$

Hence,

$$
\beta(\alpha, b, p)=\mu(a, b, p) / \alpha(a, b, p)=d
$$

(iv) Suppose that there exists a PFLS $u(a, b)$ such that $(D / p)=1$ and $\beta(a, b, p)=d$, where $d \mid 2 h$ and $d \equiv 2(\bmod 4)$. Further, suppose $2^{m-1} \| \alpha(\alpha, b, p)$, where $2^{k} \| n$ means that $2^{k} \mid n$ but $2^{k+1} \| n$. Then, by Lemma $9, \mu(a, b, p)=H$, where

$$
H=\left[\operatorname{ord}_{p}(-b), \alpha(\alpha, b, p)\right]
$$

Thus,

$$
2^{m-1} \| \mu(a, b, p) \quad \text { and } \quad 2^{0} \| \beta(a, b, p)
$$

which is a contradiction. Now suppose that $2^{e} \| \alpha(\alpha, \bar{b}, p)$ where $e \leqslant m-2$. Then by Lemma $9, \mu(\alpha, b, p)=2 H$ and $4 \mid \beta(\alpha, b, p)$, which again is a contradiction. Now suppose that $2^{m} \| \alpha(\alpha, b, p)$. Then by Lemma $9, \mu(a, b, p)=2 H$ and $2^{m+1} \| \mu(\alpha, b, p)$. This contradicts the fact that $(D / p)=1$, which implies $\mu(a, b, p) \mid p-1$. Therefore, $\beta(a, b, p) \not \equiv 2(\bmod 4)$ for any PFLS $u(a, b)$ such that $(D / p)=1$. The rest of this proof is similar to the proofs of parts (ii) and (iii).
(v) Suppose that there exists a PFLS $u(\alpha, b)$ such that $(D / p)=1$ and $\beta(\alpha, b, p)=q$ or $\beta(\alpha, b, p)=2 q$. If $f \mid \alpha(a, b, p)$, where $f \mid q$ and $f>1$, then by Lemma $9, \mu(\alpha, b, p)=H$ or $2 H$, and $q / f$ is the largest odd divisor of $\beta(\alpha, b, p)$. This contradicts the fact that $q \mid \beta(\alpha, b, p)$. Further, $\alpha(\alpha, b, p) \neq 1$. Thus, $\alpha(\alpha, b, p)$ $=2$. In this case, $\mu(\alpha, b, p)=2 H$ by Lemma 9 , and $4 \mid \mu(a, b, p)$. However, this contradicts the fact that $(D / p)=1$, which implies $\mu(a, b, p) \mid p-1$. Thus, $q \nmid \beta(a, b, p)$. The rest of the proof is similar to the proofs of parts (ii) and (iii).
(vi) We shall exhibit a PFLS $u(a, b)$ such that $(D / p)=1$ and $\beta(a, b$, $p)=2 q$. By Theorem 12(i), we can find a PFLS $u(a, b)$ such that $(D / p)=1$ and $\alpha(\alpha, b, p)=2$, since $m \geqslant 2$ and thus $2 \mid(p-1) / 2$. By Lemma $9, \mu(a, b, p)=2 H=4 q$, which divides $p-1$. Hence, $\beta(\alpha, b, p)=2 q$. The rest of the proof is similar to proofs of parts (ii), (iii), and (iv).
(vii) We shall exhibit a PFLS $u(a, b)$ such that $(D / p)=1$ and $\beta(a, b$, $p)=q$. By Theorem 12(i), we can find a PFLS $u(a, b)$ such that $(D / p)=1$ and $\alpha(a, b, p)=2$. By Lemma 9, $\mu(a, b, p)=H=2 q$
$\beta(a, b, p)=q$. The rest of the proof is similar to proofs of parts (ii)-(v).
(viii) We shall exhibit a PFLS $u(\alpha, b)$ such that $(D / p)=1$ and $\beta(\alpha, b$, $p)=2^{e} q$, where $0 \leqslant e \leqslant c$. If $1<e \leqslant c$, then by Theorem 12 (i) we can find a PFLS $u(\alpha, b)$ such that $(D / p)=1$ and $\alpha(\alpha, b, p)=$ $2^{c-e+1}$, since $2^{c-e+1} \mid(p-1) / 2$. By Lemma $9, \mu(a, b, p)=2 H=$ $2^{c+1} q$ and $\beta(a, b, p)=2^{e} q$. If $e=1$, then by Theorem 12(i) we can find a PFLS $u(a, b)$ such that $(D / p)=1$ and $\alpha(a, b, p)=$ $2^{c+1}$, since $2^{c+1} \mid(p-1) / 2$. By Lemma $9, \mu(\alpha, b, p)=2 H=2^{c+2} q$ and $\mu(a, b, p) \mid p-1$, which is consistent with $(D / p)=1$. It follows that $\beta(\alpha, b, p)=2 q$. If $e=0$, then by Theorem 12(i) we can find a PFLS $u(a, b)$ such that $(D / p)=1$ and $\alpha(\alpha, b, p)=$ $2^{c}$. By Lemma 9, $\mu(a, b, p)=H=2^{c} q$ and $\beta(a, b, p)=q$. The rest of the proof is similar to proofs of parts (ii), (iii), and (v).
(ix) This proof is similar to proofs of parts (ii)-(v) and (viii).
(x) This proof is similar to that of Theorem 6.

## 9. THE CASE FOR WHICH a IS A FIXED INTEGER

I am unable to obtain such definitive results given the parameter $a$ as were obtained given the parameter $b$. The reason is that $r_{1} r_{2}=-b$, while $r_{1}+r_{2}=\alpha$, and it is frequently easier to obtain multiplicative results in number theory than additive results. We now present two theorems, Theorems 14 and 15. Theorem 14 is complete, while Theorem 15 is not as comprehensive as the corresponding result in the preceding section.

THEOREM 14: Let $p$ be an odd prime and let $a$ be any fixed integer. If $a \equiv 0$ $(\bmod p)$, then for any integer $b$ such that $b \not \equiv 0(\bmod p), \alpha(\alpha, b, p)=2$. If $\alpha \not \equiv 0(\bmod p), d \mid p-1$, and $d \nmid 2$, then there exists a PFLS $u(a, b)$ such that $(D / p)=1$ and $\alpha(\alpha, b, p)=d$.

PROOF: If $a \equiv 0(\bmod p)$ and $b \not \equiv 0(\bmod p)$, it is obvious that $\alpha(\alpha, b, p)=2$. Suppose that $a \not \equiv 0(\bmod p), d \mid p-1$, and $d \nmid 2$. Let $s$ be an integer such that $\operatorname{ord}_{p}(s)=d$. We wish to find residues $r_{1}$ and $r_{2}$ that satisfy the simultaneous congruences

$$
\begin{align*}
r_{1}+r_{2} & \equiv \alpha(\bmod p)  \tag{10}\\
r_{1} / r_{2} & \equiv s(\bmod p)
\end{align*}
$$

which lead to the simultaneous congruences

$$
\begin{align*}
r_{1}+r_{2} & \equiv a(\bmod p)  \tag{11}\\
r_{1}-r_{2} s & \equiv 0(\bmod p)
\end{align*}
$$

By Cramer's rule, if $a \not \equiv 0(\bmod p)$, then (11) is solvable if and only if

$$
-r_{1} r_{2} s-r_{1} r_{2} \not \equiv 0(\bmod p)
$$

Now, $-r_{1} r_{2} s-r_{1} r_{2} \equiv 0(\bmod p)$ if and only if $s \equiv-1(\bmod p)$, which implies that $d=2$. However, this case is ruled out by hypothesis. Thus, (10) is solvable. Now, by Lemma 7, we can find a PFLS $u(a, b)$ such that $r_{1}+r_{2} \equiv a$ $(\bmod p)$ and $r_{1} / r_{2} \equiv s(\bmod p)$. Then

$$
\alpha(\alpha, b, p)=\operatorname{ord}_{p}\left(r_{1} / r_{2}\right)=\operatorname{ord}_{p}(s)=d
$$

and we are done.

THEOREM 15: Let $p$ be an odd prime and a be any integer. Look at the collection

$$
a-1, a-2, a-3, \ldots, a-(p-1)
$$

Then there exists a PFLS $u(a, b)$ such that $b \not \equiv 0(\bmod p),(D / p)=1$, and $\mu(a, b, p)=m$, where $m$ is any of the numbers

$$
\left[\operatorname{ord}_{p}\left(a-r_{i}\right), \operatorname{ord}_{p}\left(r_{i}\right)\right], 1 \leqslant r_{i} \leqslant p-1, r_{i} \not \equiv a / 2(\bmod p)
$$

In particular, if $p>3$, then, given any integer $a$, there exist at least $(\phi(p-1)) / 2$ PFLS's $u(a, b)$ reduced modulo $p$ such that $b \not \equiv 0(\bmod p),(D / p)=$ 1 , and $u(a, b)$ has a maximal period modulo $p$ of $p-1$.

PROOF: This follows from the fact that $r_{1}+r_{2}=a$ and from Lemmas 4(i) and 7. Note that by hypothesis, $r_{1} \not \equiv r_{2}(\bmod p)$, which is satisfied if and only if $r_{1} \not \equiv a / 2(\bmod p)$. The last assertion follows from the fact that there are $\phi(p-1)$ residues modulo $p$ belonging to the exponent $p-1$. Excluding the residue $a / 2$ modulo $p$ leaves at least $\phi(p-1)-1$ residues remaining with a maximal exponent of $p-1$. Since $p>3, \phi(p-1)-1$ is a positive odd integer. Since a PFLS $u(a, b)$ might have both its characteristic roots $r_{1}$ and $r_{2}$ with exponents of $p-1$, these residues correspond to at least

$$
(\phi(p-1)-2) / 2+1
$$

distinct PFLS's $u(a, b)$ modulo $p$. The result now follows.
The reason I was not able to obtain a more definitive result for Theorem 15 was that for a PFLS $u(a, b), \mu(a, b, p)$ is determined by

$$
\left[\operatorname{ord}_{p}\left(r_{1}\right), \operatorname{ord}_{p}\left(r_{2}\right)\right], \text { where } r_{1}+r_{2}=\alpha
$$

However, I was not able to find any clear relationship between the exponents of $r_{1}$ and $a-r_{1}$ modulo $p$, which limited the scope of the theorem.
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# ON A CONVOLUTION PRODUCT FOR THE TRANSFORM WHICH MAPS DERIVATIVES INTO DIFFERENCES 
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## INTRODUCTION

In [1] we defined a linear transform with the property that derivatives are mapped into differences in the following way:

$$
\begin{equation*}
V\{f(x)\}=\left(v_{n}\right)=\left(\left.\frac{d^{n}}{d x^{n}} e^{x} f(x)\right|_{x=0}\right), \text { i.e., } v_{n}=\sum_{i=0}^{n}\binom{n}{i} f^{(i)}(0) . \tag{1}
\end{equation*}
$$

Its inverse $E$ transform considered in [2] is defined by:

$$
\begin{equation*}
E\left(e_{n}\right)=f(x)=\sum_{i=0}^{+\infty} \frac{\Delta^{i} e_{0}}{i!} x^{i} \text {, i.e., } f(x)=e^{-x} \sum_{i=0}^{+\infty} \frac{e_{i}}{i!} x^{i} \tag{2}
\end{equation*}
$$

where $\Delta e_{n}=e_{n+1}-e_{n}, \Delta^{k} e_{n}=\Delta\left(\Delta^{k-1} e_{n}\right)(k=0,1, \ldots)$.
The linear two-dimensional $R$ transform and its inverse, the $I$ transform, with the property that the partial derivatives are mapped into partial differences are defined in [3] by:

$$
\begin{gather*}
R\{f(x, y)\}=\left(x_{m, n}\right)=\left(\left.\frac{\partial^{m+n}}{\partial x^{m} \partial y^{n}} e^{x+y} f(x, y)\right|_{\substack{x=0 \\
y=0}}\right),  \tag{3}\\
I\left(i_{m, n}\right)=f(x, y)=\sum_{i=0}^{+\infty} \sum_{j=0}^{+\infty} \frac{\Delta_{m}^{i} \Delta_{n}^{j} i_{0,0}}{i!j!} x^{i} y^{j} \tag{4}
\end{gather*}
$$

where

$$
\begin{gathered}
\Delta_{m} i_{m, n}=i_{m+1, n}-i_{m, n}, \Delta_{m}^{k} i_{m, n}=\Delta_{m}\left(\Delta_{m}^{k-1} i_{m, n}\right) \\
\Delta_{n} i_{m, n}=i_{m, n+1}-i_{m, n}, \Delta_{n}^{k} i_{m, n}=\Delta_{n}\left(\Delta_{n}^{k-1} i_{m, n}\right)(k=0,1, \ldots)
\end{gathered}
$$

In this paper, we give an extension of the results obtained in [1], [2], and [3]. Having the transform at hand, we proceed to determine a convolution for $E$ and $I$ transforms. Also, we will apply this product to solve some discrete equations by establishing analogies between these equations and corresponding continuous equations. At the end of this paper, we will show the practical use of the described transform for obtaining some combinatorial identities. We use the notation introduced in [1].

## 1. A CONVOLUTION PRODUCT FOR $E$ AND I TRANSFORMS

Let $C^{\infty}(R)$ be the set of real functions having continuous derivatives of all orders. Furthermore, let $S_{f} \subset C^{\infty}(R)$ be the set where $f \varepsilon S_{f}$ if and only if there exist constants $\alpha, M>0$ such that $\left|f^{(k)}(0)\right|<\alpha M k$, for every $k \varepsilon N_{0}$, and let $S_{v}$ be the set of all real sequences where $\left(v_{n}\right) \varepsilon S_{v}$ if and only if there exist constants $\beta, N>0$ and $\left|\Delta^{k} v_{0}\right|<\beta N k$ for every $k \in N_{0}$.

DEFINITION 1: Let $\left(v_{n}\right),\left(\omega_{n}\right) \varepsilon S_{v}$. The convolution product of sequences $\left(v_{n}\right)$ and $\left(w_{n}\right)$ is given by

$$
\begin{equation*}
v_{n} * w_{n}=\sum_{i=0}^{n} \sum_{j=0}^{i}(-1)^{n-i}\binom{n}{i}\binom{i}{j} v_{j} w_{i-j} \tag{5}
\end{equation*}
$$

It is easy to see that the convolution product can be defined by

$$
\begin{equation*}
v_{n} * w_{n}=\sum_{i=0}^{n} \sum_{j=0}^{i}\binom{n}{i}\binom{i}{j} \Delta^{j} v_{0} \Delta^{i-j} w_{0} \tag{6}
\end{equation*}
$$

If $\left(u_{n}\right),\left(v_{n}\right),\left(w_{n}\right) \varepsilon S_{v}$, then the following properties of convolution product can readily be established:
(a) $c * v_{n}=c v_{n}(c$ constant),
(b) $u_{n} * v_{n}=v_{n} * u_{n}$,
(c) $u_{n} *\left(v_{n}+w_{n}\right)=u_{n} * v_{n}+u_{n} * w_{n}$,
(d) $\Delta^{k} u_{n} * v_{n}=\sum_{i=0}^{k}\binom{k}{i} \Delta^{i} u_{n} * \Delta^{k-i} v_{n}$.

THEOREM 1: (a) If $f(x) \varepsilon S_{f}$, then $V f \varepsilon S_{v}$,
(b) If $\left(e_{n}\right) \varepsilon S_{v}$, then $E\left(e_{n}\right) \varepsilon S_{f}$,
(c) If $\left(u_{n}\right),\left(v_{n}\right) \varepsilon S_{v}$, then $\left(u_{n} * v_{n}\right) \varepsilon S_{v}$.

PROOF: (a) By (1), we conclude that

$$
\left|\Delta^{k} v_{0}\right|=|f(k)(0)|<\alpha M^{k}
$$

and we have that $V f \varepsilon S_{v}$.
(b) By (2), we conclude that

$$
\left|f^{(k)}(0)\right|=\left|\Delta^{k} e_{0}\right|<\beta N^{k}
$$

and we have that $E\left(e_{n}\right) \varepsilon S_{f}$.
(c) Since $\left(u_{n}\right),\left(v_{n}\right) \varepsilon S_{v}$, it follows that there exist $\beta_{1}, \beta_{2}, N_{1}$, $N_{2}>0$ such that

$$
\left|\Delta^{k} u_{0}\right|<\beta_{1} N_{1}^{k} \quad \text { and } \quad\left|\Delta^{k} v_{0}\right|<\beta_{2} N_{2}^{k}
$$

Using (6), we conclude that

$$
\left|\Delta^{k}\left(u_{n} * v_{n}\right)\right|_{n=0} \mid<\beta_{1} \beta_{2}\left(N_{1}+N_{2}\right)^{k}
$$

which means that $u_{n} * v_{n}$ given by (5) or (6) belongs to $S_{v}$.

THEOREM 2: Let $\left(v_{n}\right),\left(\omega_{n}\right) \varepsilon S_{v}$. The relation

$$
\begin{equation*}
E\left(v_{n} * w_{n}\right)=E\left(v_{n}\right) E\left(w_{n}\right) \tag{7}
\end{equation*}
$$

is satisfied if and only if $v_{n} * w_{n}$ is defined by (6).
PROOF: If (7) is satisfied, then we will have

$$
\left.\Delta^{i}\left(v_{n} * w_{n}\right)\right|_{n=0}=\sum_{j=0}^{i}\binom{i}{j} \Delta^{j} v_{0} \Delta^{i-j} w_{0},
$$

and hence follows (6). Conversely, if (6) is satisfied, then (7) will follow by elementary series manipulations.

Let $V f=\left(v_{n}\right)$ and $V g=\left(u_{n}\right)$. Then by (7) we easily conclude that

$$
\begin{gather*}
V\{f(x) g(x)\}=\sum_{i=0}^{n} \sum_{j=0}^{i}(-1)^{n-i}\binom{n}{i}\binom{i}{j} u_{j} v_{i-j},  \tag{8}\\
\text { i.e., } V\{f(x) g(x)\}=\left(u_{n} * v_{n}\right) .
\end{gather*}
$$

Now we consider an extension of the result obtained for $V$ and $E$ transforms to two-dimensional $R$ and $I$ transforms defined by (3) and (4). Theorems for $R$ and $I$ transforms are proved analogously and we omit the proofs here.

Let $C^{\infty}\left(R^{2}\right)$ be the set of real functions having continuous partial derivatives of all orders with respect to both variables. Also, let $S_{f}^{2} \subset C^{\infty}\left(R^{2}\right)$ be the set where $f \varepsilon S_{f}^{2}$ if and only if there exist constants $\alpha, M, N>0$ such that

$$
\left|\frac{\partial^{i+j}}{\partial x^{i} \partial y^{j}} f(0,0)\right|<\alpha M^{i} N^{j},
$$

and $S_{v}^{2}$ be the set of real sequences where $\left(v_{m, n}\right) \varepsilon S_{v}^{2}$ if and only if there exist constants $\beta, P, Q$ and $\left|\Delta_{m}^{i} \Delta_{n}^{j} v_{0,0}\right|<\beta P^{i} Q^{j}$ for every $i, j \varepsilon N_{0}$.

DEFINITION 2: Let $\left(v_{m, n}\right),\left(\omega_{m, n}\right) \varepsilon S_{v}^{2}$. The convolution product of the sequences $\left(v_{m, n}\right)$ and ( $\omega_{m, n}$ ) is given by
$v_{m, n} * w_{m, n}=\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{p=0}^{i} \sum_{q=0}^{j}(-1)^{m+n-i-j}\binom{m}{i}\binom{n}{j}\binom{i}{p}\binom{j}{q} v_{p, q} w_{i-p, j-q}$.
It is easy to see that the convolution product can be defined by

$$
\begin{equation*}
v_{m, n} * w_{m, n}=\sum_{i=0}^{m} \sum_{j=0}^{n} \sum_{p=0}^{i} \sum_{q=0}^{j}\binom{m}{i}\binom{n}{j}\binom{i}{p}\binom{j}{q} \Delta_{m}^{p} \Delta_{n}^{q} v_{0,0} \Delta_{m}^{i-p} \Delta_{n}^{j-q} w_{0,0} . \tag{9}
\end{equation*}
$$

THEOREM 3: (a) If $f(x, y) \varepsilon S_{f}^{2}$, then $R\{f(x, y)\} \varepsilon S_{v}^{2}$,
(b) If $\left(i_{m, n}\right) \in S_{v}^{2}$, then $I\left(i_{m, n}\right) \varepsilon S_{f}^{2}$,
(c) If $\left(i_{m, n}\right),\left(r_{m, n}\right) \varepsilon S_{v}^{2}$, then $\left(i_{m, n} * r_{m, n}\right) \varepsilon S_{v}^{2}$.

THEOREM 4: Let $\left(i_{m, n}\right),\left(r_{m, n}\right) \varepsilon S_{v}^{2}$. The relation

$$
\begin{equation*}
I\left(i_{m, n} * r_{m, n}\right)=I\left(i_{m, n}\right) I\left(r_{m, n}\right) \tag{10}
\end{equation*}
$$

is satisfied if and only if $i_{m, n} * r_{m, n}$ is defined by (9).
Let $R\{f(x, y)\}=\left(r_{m, n}\right)$ and $R f(x, y)=\left(s_{m, n}\right)$. Then by (10) we easily conclude that

$$
\begin{equation*}
R\{f(x, y) g(x, y)\}=\left(r_{m, n} * s_{m, n}\right) \tag{11}
\end{equation*}
$$

## 2. SOME APPLICATIONS

### 2.1 Difference Equations

In this section, we will give some applications of the $V, R$ and its inverse transform in solving some difference and partial difference equations.

From (8) and (11), using the orthogonality relation of the binomial coefficients, we obtain the following relations:
and

$$
V\left\{x^{k} \frac{d^{p} f(x)}{d x^{p}}\right\}=\left(n^{(k)} \Delta^{p} v_{n-k}\right)
$$

$$
R\left\{x^{k} y^{k} \frac{\partial^{i+j} f(x, y)}{\partial x^{i} \partial y^{j}}\right\}=\left(m^{(k)} n^{(p)} \Delta_{m}^{i} \Delta_{n}^{j} x_{m-k, n-p}\right) .
$$

These relations show that the $V$ and $R$ transform maps linear differential equations with polynomial coefficients to linear difference equations with polynomial coefficients, too. The above correspondence may provide a useful method for solving difference equations with polynomial coefficients because the resulting differential equation is often easier to solve.
2.1.1. By an application of the $V$ transform we conclude that the difference equation which corresponds to the following differential equation

$$
\begin{equation*}
\left(a_{1} x^{2}+b_{1} x+c_{1}\right) y^{\prime \prime}+\left(a_{2} x^{2}+b_{2} x+c_{2}\right) y^{\prime}+\left(a_{3} x^{2}+b_{3} x+c_{3}\right) y=0 \tag{12}
\end{equation*}
$$

is given by

$$
\begin{align*}
c_{1} v_{n+2}+\left(b_{1} n-2 c_{1}+c_{2}\right) v_{n+1} & +\left(a_{1} n(n-1)+\left(b_{2}-2 b_{1}\right) n+c_{1}-c_{2}+c_{3}\right) v_{n} \\
& +n\left(\left(\alpha_{2}-2 \alpha_{1}\right)(n-1)+b_{1}-b_{2}+b_{3}\right) v_{n-1} \\
& +n(n-1)\left(a_{1}-\alpha_{2}+\alpha_{3}\right) v_{n-2}=0 . \tag{13}
\end{align*}
$$

Equation (13) is a second-order difference equation in one of the following three cases:

1. $b_{1}=0, c_{1}=c_{2}=0$;
2. $a_{1}=a_{3}, a_{2}=2 a_{1}, b_{1}+b_{3}=b_{2}$;
3. $c_{1}=0, a_{1}+a_{3}=\alpha_{2}$.

Notice that Equation (12) contains some differential equations of special functions as Legendre's, Laguerre's, Chebyshev's, Hermite's, etc. For example, by an application of $V$ and $E$ transforms to Laguerre and Bessel differential equations and their solutions, we find that the solutions of differ-ence equations
and

$$
(n+1) v_{n+1}+(m-3 n-1) v_{n}+2 n v_{n-1}=0
$$

$$
\left(n^{2}-m^{2}\right) v_{n}-n(2 n-1) v_{n-1}+n(n-1) v_{n-2}=0
$$

are given by

$$
v_{n}=m!\sum_{k=0}^{m}(-1)^{k}\binom{m}{k}\binom{n}{k},
$$

and

$$
v_{n}=\sum_{k=0}^{n}\binom{n}{k} \frac{(-1)^{k}}{\pi} \int_{0}^{\pi} \cos \left(m t+\frac{k \pi}{2}\right) \sin ^{k} t d t .
$$

2.1.2. By an application of the $V$ transform to the equation

$$
\begin{equation*}
\left(e^{x}+1\right) y^{\prime}+e^{x} y=2 a e^{a x} \quad(a \varepsilon R) \tag{14}
\end{equation*}
$$

we get the equation

$$
\begin{equation*}
v_{n+1}-v_{n}+\sum_{i=0}^{n}\binom{n}{i} v_{i+1}=2 \alpha(1+a)^{n} \tag{15}
\end{equation*}
$$

Since a particular solution of (14), given by

$$
y=\frac{2 e^{a x}}{e^{x}+1}
$$

belongs to $S_{f}$, we have that a particular solution of (15) is given by

$$
v_{n}=E_{n}(\alpha+1),
$$

where $E_{n}(\alpha+1)$ are Euler's polynomials.
2.1.3. By an application of the $V$ transform to the equation

$$
\begin{equation*}
y^{\prime \prime}-y^{\prime}=2 \sin x, y(0)=2, y^{\prime}(0)=0 \tag{16}
\end{equation*}
$$

we get the equation

$$
\begin{equation*}
v_{n+2}-3 v_{n+1}+2 v_{n}=2^{(n / 2)+1} \sin \left(n \frac{\pi}{4}\right), v_{0}=2, v_{1}=2 . \tag{17}
\end{equation*}
$$

Since the solution of (16), given by

$$
y=e^{x}+\cos x-\sin x
$$

belongs to $S_{f}$, we have that the solution of (17) is given by

$$
v_{n}=2^{n}+2^{n / 2} \cos \left(n \frac{\pi}{4}\right)-2^{n / 2} \sin \left(n \frac{\pi}{4}\right)
$$

2.1.4. The transforms $V_{1}$ and $E_{1}$, defined by
and

$$
\begin{aligned}
V_{1}\{f(x)\} & =\left(v_{n}\right)=\left(\left.\frac{d^{n}}{d x^{n}} e^{x-x_{0}} f(x)\right|_{x=x_{0}}\right) \\
E_{1}\left(e_{n}\right) & =f(x)=\sum_{k=0}^{+\infty} \frac{\Delta^{k} v_{0}}{k!}\left(x-x_{0}\right)^{k}
\end{aligned}
$$

have analogous properties to the $V$ and $E$ transforms.
By an application of the $E_{1}$ transform to

$$
\begin{equation*}
\Delta^{m} v_{n}+a_{1} \Delta^{m-1} v_{n}+\cdots+a_{m} v_{n}=e_{n} \quad\left(a_{i} \varepsilon R, i=1,2, \ldots, m\right) \tag{18}
\end{equation*}
$$

we get the equation

$$
\begin{equation*}
y^{(m)}(x)+\alpha_{1} y^{(m-1)}(x)+\cdots+\alpha_{m} y(x)=f(x), \tag{19}
\end{equation*}
$$

where $f(x)=E\left(e_{n}\right)$.
In paper [4] (see also [5]), Cauchy obtained that the general solution of Equation (19) is given by

$$
y=\sum \operatorname{Res}\left(\frac{f(z)}{g(z)} e^{z x}\right)+\sum \operatorname{Res}\left(\frac{e^{z x}}{g(z)} \int_{x_{0}}^{x} e^{-z t} f(t) d t\right)
$$

where $f(z)$ is an arbitrary regular function whose zeros do not coincide with zeros of the polynomial $g(z)=z^{m}+\alpha_{1} z^{m-1}+\cdots+\alpha_{m}$. The summation is taken
over all the singularities of the function

$$
\frac{f(z)}{g(z)} e^{z x}
$$

i.e., over all the zeros of the polynomial $g(z)$.

Since $y(x) \varepsilon S_{f}$, then by an application of the $V_{1}$ transform and using the convolution product, i.e., using (8), we have that the solution of linear difference equations (18) is given by

$$
v_{n}=\sum \operatorname{Res} \frac{f(z)}{g(z)}(1+z)^{n}+\sum \operatorname{Res}\left((1+z)^{n-1} \sum_{k=0}^{n-1}(1+z)^{-k} f_{k}\right)
$$

Notice that B. Tortolini [6] (see also [5]) obtained this result in another way.
2.1.5. By an application of the $V$ transform to the following recurrence relations for Laguerre and Gegenbauer polynomials

$$
(m+1) L_{m+1}^{(\alpha)}(x)-(x-2 m-\alpha-1) L_{m}^{(\alpha)}(x)+(m+\alpha) L_{m-1}^{(\alpha)}(x)=0
$$

and

$$
(m+1) G_{m+1}^{(\alpha)}(x)-2(m+\alpha) x G_{m}^{(\alpha)}(x)+(m+2 \alpha-1) G_{m-1}^{(\alpha)}(x)=0
$$

we get that particular solutions of equations
and

$$
(m+1) v_{m+1, n}-(2 m+\alpha-1) v_{m, n}+(m+\alpha) v_{m-1, n}+n v_{m, n-1}=0
$$

$$
(m+1) v_{m+1, n}+(m+2 \alpha-1) v_{m-1, n}-2(m+\alpha) n v_{m, n-1}=0
$$

are given, respectively, by

$$
v_{m, n}=\sum_{i=0}^{\min (m, n)}(-1)^{i}\binom{m+\alpha}{m-i}\binom{n}{i} \quad(\alpha>-1)
$$

and

$$
v_{m, n}=\frac{1}{\Gamma(\alpha)} \sum_{i=0}^{[m / 2]}(-1)^{i} \frac{2^{m-2 i} \Gamma(m+\alpha-i)}{i!}\binom{n}{m-2 i} \quad\left(\alpha>-\frac{1}{2}, \alpha \neq 0\right)
$$

2.1.6. By an application of the $I$ transform to the equation

$$
\begin{equation*}
A r_{m+1, n}+B r_{m, n+1}+(C-A-B) r_{m, n}=0 \quad(A, B, C \varepsilon R) \tag{20}
\end{equation*}
$$

we get the equation

$$
\begin{equation*}
A f_{x}+B f_{y}+C f=0 \tag{21}
\end{equation*}
$$

Since the general solution of Equation (21), given by

$$
f=e^{-(C / A) x} f(B x-A y), A \neq 0 ; f=e^{-(C / B) y} f(x), A=0, B \neq 0
$$

where $f$ is an arbitrary function, belongs to $S_{f}^{2}$, we have, by application of the $R$ transform and the convolution product, i.e., using (11), that the general solution of (20) is given by

$$
\begin{aligned}
& r_{m, n}=\left(1-\frac{C}{A}\right)^{m} \sum_{i=0}^{m} \sum_{j=0}^{n}(-1)^{j} A^{j}\binom{m}{i}\binom{n}{j}\left(\frac{A B}{A-C}\right)^{i} a_{i+j} \quad(A \neq 0, A \neq C) \\
& r_{m, n}=B^{m} \sum_{i=0}^{n}(-1)^{i} A^{i}\binom{n}{i} a_{m+i} \quad(A \neq 0, A=C) \\
& r_{m, n}=\left(1-\frac{C}{B}\right)^{n} a_{m} \quad(A=0, B \neq 0)
\end{aligned}
$$

where in all cases $a_{m}$ is an arbitrary sequence. Compare this with the solutions given by Kečkić [7].
2.1.7. By an application of the $I$ transform to the equation

$$
\begin{equation*}
r_{m+1, n+1}-3 r_{m+1, n}-4 r_{m, n+1}+12 r_{m, n}=2^{m+n+1} \tag{22}
\end{equation*}
$$

we get the equation

$$
\begin{equation*}
f_{x y}-2 f_{x}-3 f_{y}+6 f=2 e^{x+y} . \tag{23}
\end{equation*}
$$

Since the general solution of Equation (23), given by

$$
f(x, y)=(a(x)+b(y)) e^{3 x+2 y}+e^{x+y}
$$

where $a(x)$ and $b(y)$ are arbitrary functions, belongs to $S_{f}^{2}$, we have, by an application of the $R$ transform, that the general solution of (22) is given by

$$
r_{m, n}=\left(a_{m}+b_{n}\right) * 4^{m} 3^{n}+2^{m+n}
$$

where $a_{m}$ and $b_{n}$ are arbitrary sequences.

### 2.2 Combinatorial Identities

Now we will show that the described transform is very useful for obtaining some combinatorial identities.

Applying the $V$ transform to both sides of relations
and

$$
\sum_{i=0}^{k} L_{i}^{\alpha}(x)=L_{k}^{\alpha+1}(x)
$$

$$
\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} L_{i}(x)=\frac{x^{k}}{k!},
$$

where $L_{i}^{\alpha}(x)$ are Laguerre polynomials defined by

$$
L_{i}^{\alpha}(x)=\sum_{j=0}^{i}(-1)^{j}\binom{i+\alpha}{i-j} \frac{x^{j}}{j!},
$$

we can easily obtain the following combinatorial identities:

$$
\begin{aligned}
& \sum_{i=0}^{k} \sum_{j=0}^{\min (n, i)}(-1)^{j}\binom{i+\alpha}{i-j}\binom{n}{j}=\sum_{j=0}^{\min (n, k)}(-1)^{j}\binom{n}{j}\binom{k+\alpha+1}{k-j} \\
& \sum_{i=0}^{k} \sum_{j=0}^{\min (n, i)}(-1)^{i+j}\binom{k}{i}\binom{i}{j}\binom{n}{j}=\binom{n}{k} .
\end{aligned}
$$

Similarly, by application of the $R$ transform to the relations
and

$$
\sum_{i=0}^{k}(-1)^{i}\binom{k}{i}(x+y)^{k-i} y^{i}=x^{k}
$$

$$
\sum_{i=0}^{k}\binom{k}{i}(2 y)^{i} H_{k-i}(x)=H_{k}(x+y),
$$

where $H_{i}(x)$ are Hermite polynomials defined by

$$
H_{i}(x)=\sum_{j=0}^{[i / 2]} \frac{(-1)^{j} i!}{j!(i-2 j)!}(2 x)^{i-2 j},
$$

we have the following combinatorial identities:

$$
\begin{aligned}
& \sum_{i=0}^{\min (n, k)}(-1)^{i}\binom{n}{i}\binom{m+n-1}{k-i}=\binom{m}{n} ; \\
& \sum_{i=0}^{\min (n, k)}\left[\frac{k-i}{2} \sum_{j=0}^{2} \frac{(-1)^{j}}{4^{j} j!}\binom{n}{i}\binom{m}{k-i-2 j}=\sum_{j=0}^{[k / 2]} \frac{(-1)^{j}}{4^{j} j!}\binom{m+n}{k-2 j}\right.
\end{aligned}
$$
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## LETTER TO THE EDITOR

## A NOTE ON THE GEOMETRY OF THE GREAT PYRAMID

The information in James M. Suttenfield, Jr., "A New Series," The Fibonacci Quarterly 16, no. 4 (August 1978):335-343, may be misleading to those who have never studied the geometry of the Great Pyramid.

Mr. Suttenfield apparently used information in recent literature to suggest geometry for the Great Pyramid which is different from well-known theories. Mr. Suttenfield's dimensions yield an angle between a face plane and the base plane:

$$
\beta=\arctan \frac{\pi}{2 \sqrt{\phi}}=50^{\circ} 59^{\prime} 58.9^{\prime \prime}(\phi=\text { golden number })
$$

An error analysis using eight sets of angle data from W. M. F. Petrie, The Pyramids and Temples of Gizeh (Longon: Field \& Tauer, 1883), yields an average of his mean angles of $51^{\circ} 50^{\prime} 03.25^{\prime \prime}$. Considering his uncertainties, the standard deviation ( $1 \sigma$ ) about the mean is $\pm 02^{\prime} 59.155^{\prime \prime}$. A more narrow window of $\pm 01^{\prime} 29.375^{\prime \prime}$ can be found by taking the averages of his minimum and maximum angles due to the uncertainties.

The theory that the perimeter of the pyramid divided by twice its vertical height is the value of $\pi$ gives an angle of $51^{\circ} 51^{\prime} 14.3^{\prime \prime}$ which is just inside the upper limit of the more narrow range of uncertainty. The theory that the slant height divided by one-half the basewidth gives the golden number yields an angle of $51^{\circ} 49^{\prime} 38.25^{\prime \prime}$, and this is just short of the average mean angle from Petrie's data. Mr. Suttenfield's theory yields an angle that is short of the mean by $50^{\prime} 04.35^{\prime \prime}$, and this is far outside the range of uncertainties in the survey data.

Elmer D. Robinson
JHU Applied Physics Laboratory
Laure1, MD 20180
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## EULERIAN NUMBERS AND THE UNIT CUBE

DOUGLAS HENSLEY
Texas $A$ \& M University, College Station, TX 77843
(Submitted April 1981)

## 1. INTRODUCTION

There is an excellent expository paper [3] on Eulerian numbers and polynomials, and we begin with a quotation from it: "Following Euler [5] we may put

$$
\begin{equation*}
\frac{1-\lambda}{e^{x}-\lambda}=\sum_{n=0}^{\infty} H_{n} \frac{x^{n}}{n!} \quad(\lambda \neq 1), \tag{1.1}
\end{equation*}
$$

where $H_{n}=H_{n}(\lambda)$ is a rational function of $\lambda$; indeed

$$
\begin{equation*}
R_{n}=R_{n}(\lambda)=(\lambda-1)^{n} H_{n}(\lambda) \tag{1.2}
\end{equation*}
$$

is a polynomial in $\lambda$ of degree $n-1$ with integral coefficients. If we put

$$
\begin{equation*}
R_{n}=\sum_{k=1}^{n} A_{n k} \lambda^{k-1} \quad(n \geqslant 1), \tag{1.3}
\end{equation*}
$$

then the first few values of $A_{n k}$ are given by the following table, where $n$ denotes the row and $k$ the column;

1
$1 \quad 1$
14
$\begin{array}{lllll}1 & 26 & 66 & 26 & 1\end{array}$
$\begin{array}{llllll}1 & 57 & 302 & 302 & 57 & 1\end{array}$
Alternatively, Worpitzky showed that the $A_{n k}$ may be defined by means of

$$
\begin{equation*}
x_{n}=\sum_{k=1}^{n} A_{n k}\binom{x+k-1}{n} . " \tag{1.5}
\end{equation*}
$$

The numbers $A_{n k}$ occur in connection with Bernoulli numbers and polynomials [11], and splines [10], and as the number of permutations of (1, 2, $\ldots, n$ ) with $k$ rises. [A permutation ( $\alpha_{1}, \ldots, \alpha_{n}$ ) has a rise at $\alpha_{i}$ if $\alpha_{i}<\alpha_{i+1}$; by convention, there is a rise to the left of $\alpha_{1}$ ] The $A_{n k}$ satisfy a recursion and are symmetric:

$$
\begin{equation*}
A_{n+1, k}=k A_{n, k}+(n-k+1) A_{n, k-1} \tag{1.6}
\end{equation*}
$$

and

$$
A_{n, k}=A_{n, n-k+1} \quad(1 \leqslant k \leqslant n)
$$

From (1.6), it follows that

$$
\sum_{k=1}^{n} A_{k}=n!\quad(n \geqslant 1) .
$$

We now consider the unit cube $Q_{n}: 0 \leqslant x_{i} \leqslant 1(1 \leqslant i \leqslant n)$, with the usual measure. It is evident from elementary calculations and from observation of (1.4) that, for $n=2,3$, or 4 and $1 \leqslant k \leqslant n$, the volume $V_{n k}$ of the section

$$
k-1 \leqslant \sum_{i=1}^{n} x_{i} \leqslant k
$$

of the unit cube is given by $V_{n k}=A_{n k} / n!$. This observation led Hillman (in a private communication with this author) to conjecture that, generally,

$$
V_{n k}=A_{n k} / n!
$$

He was right.

## 2. APPLICATIONS

In the notation of Section 1, we have

THEOREM 1: For $1 \leqslant k \leqslant n$, we have $V_{n k}=A_{n k} / n$ !

The proof is not difficult, but we defer that to the last. What is nice about this is that the unit cube is the natural probability space for a sum of $n$ independent random variables $X_{i}(1 \leqslant i \leqslant n)$ identically and uniformly distributed on [0, 1]. Thus, we may reinterpret (2.1) to read:

$$
\begin{equation*}
\text { For } 1 \leqslant k \leqslant n, \operatorname{Prob}\left(k-1 \leqslant \sum_{1}^{n} X_{i} \leqslant k\right)=A_{n k} / n! \tag{2.2}
\end{equation*}
$$

Through this interpretation, the central limit theorem and related results can be brought to bear on the asymptotic behavior of the Eulerian numbers.

For instance, the variance of each $X_{i}$ is

$$
\int_{0}^{1}(x-1 / 2)^{2} d x=1 / 12
$$

Thus the variance of $\sum_{1}^{n} X_{i}$ is $n / 12$. Now, by the central limit theorem, if $x$ is fixed and

$$
\omega_{n}=(n / 12)^{1 / 2} x+\frac{1}{2} n
$$

then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Prob}\left(\sum_{1}^{n} X_{i} \leqslant \omega_{n}\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t \tag{2.3}
\end{equation*}
$$

Since the probability density function $f_{n}(t)$ of $\sum_{1}^{n} X_{i}$ tends to zero uniformly in $t$ as $n \rightarrow \infty$, we can replace $\omega_{n}$ with $\left[\omega_{n}\right]$ in (2.3). Then, from (2.2), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=1}^{\left[\omega_{n}\right]} A_{n k} / n!=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t \tag{2.4}
\end{equation*}
$$

This is equivalent to Theorem 1 of [4]. It may be that this approach permits a simpler proof or an improvement in the error term in the other theorem of [4], which states that

$$
\begin{equation*}
(1 / n!) A_{n,\left[\omega_{n}\right]}=(6 / n \pi)^{1 / 2} \exp \left(-\frac{1}{2} x^{2}\right)+0\left(n^{-3 / 4}\right) \tag{2.5}
\end{equation*}
$$

From a geometric point of view, one important property of the cube is that it is convex. The Brunn-Minkowski theorem states that the area $A(t)$ of the intersection of a hyperplane $H(t)$ with equation

$$
\sum_{1}^{n} c_{i} x_{i}=t
$$

with a convex body $Q$ in real $n$-space has a concave $n$th root on the interval where it is positive. Thus, if $H_{n}(t)$ has equation

$$
\sum_{1}^{n} x_{i}=t
$$

and $A_{n}(t)$ is the area of $H_{n}(t) \cap Q_{n}$ (where $Q_{n}$ is still the unit cube $0 \leqslant x_{i} \leqslant 1$, $1 \leqslant i \leqslant n$ ), then $\left(A_{n}(t)\right)^{1 / n}$ is concave on ( $0, n$ ). Consequently,

$$
\begin{equation*}
\log A_{n}(t) \text { is concave on }(0, n) \tag{2.6}
\end{equation*}
$$

There is a simple relation between $A_{n}(t)$ and the probability density function $f_{n}(t)$ of $\sum_{1}^{n} X_{i}$ :

$$
A_{n}(t)=\sqrt{n} f_{n}(t)
$$

(See, e.g., [6].)
Now let $V_{n k}$ be the volume of $Q_{n}$ between $H(k-1)$ and $H(k)$. Then,

$$
\begin{equation*}
V_{n k}=n^{-1 / 2} \int_{k-1}^{k} A_{n}(t) d t=\int_{k-1}^{k} f_{n}(t) d t \tag{2.7}
\end{equation*}
$$

There is a considerable literature on logarithmic concavity. A function $g(t)$ is called log-concave if $g(t) \geqslant 0$ on $R$ and is positive on just one interval, and if $\log g(t)$ is concave on that interval. A very special case of a theorem due to Prekopa says that if $f(t)$ is log-concave, then

$$
F(x)=\int_{x-c}^{x} f(t) d t
$$

is also log-concave $[2,8,9]$. In particular,

$$
V(x)=n^{-1 / 2} \int_{x-c}^{x} A(t) d t
$$

is log-concave, and in most particular,

$$
\begin{equation*}
V_{n, k-1} V_{n, k+1} \leqslant V_{n, k}^{2}, \tag{2.8}
\end{equation*}
$$

or what is the same thing,

$$
\begin{equation*}
A_{n, k-1} A_{n, k+1} \leqslant A_{n, k}^{2} \tag{2.9}
\end{equation*}
$$

This is due to Kurtz, who proved strict inequality in (2.9) when $1 \leqslant k \leqslant n$.

## 3. PROOF OF THEOREM 1

The probability density functions $f_{n}(t)$ for $\sum_{1}^{n} X_{i}$ can be generated recur-
sively starting with

$$
f_{1}(t)= \begin{cases}1 & \text { if } 0 \leqslant t \leqslant 1 \\ 0 & \text { otherwise }\end{cases}
$$

and using

$$
\begin{equation*}
f_{n+1}(t)=f_{n}(t) * f_{1}(t)=\int_{0}^{t} f_{n}(u) f_{1}(t-u) d u=\int_{t-1}^{t} f_{n}(u) d u \tag{3.1}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
V_{n k}=\int_{k-1}^{k} f_{n}(t) d t=f_{n+1}(k) \tag{3.2}
\end{equation*}
$$

It follows from (1.5) (but not trivially) that

$$
\begin{equation*}
A_{n k}=\sum_{j=0}^{k-1}(-1)^{j}\binom{n+1}{j}(k-j)^{n} \tag{3.3}
\end{equation*}
$$

This is (2.15) of [3] and is due to Euler. Thus, we can prove Theorem 1 by showing that

$$
\begin{equation*}
f_{n+1}(k)=\frac{1}{n!} \sum_{j=0}^{k-1}(-1)^{j}\binom{n+1}{j}(k-j)^{n} \tag{3.4}
\end{equation*}
$$

Now, $f_{n+1}(t)$ is the convolution of $n+1$ copies of $f_{1}(t)$, so its Laplace transform is

$$
\begin{equation*}
F(s)=\left(\frac{1}{s}\left(1-e^{-s}\right)\right)^{n+1} \tag{3.5}
\end{equation*}
$$

(See, e.g., [1].) Expanding (3.5) by the binomial theorem gives

$$
F(s)=(1 / s)^{n+1} \sum_{j=0}^{n+1}(-1)^{j}\binom{n+1}{j} e^{-s j}
$$

and the inverse Laplace transform of the sum of these $n+2$ terms computes to

$$
\begin{equation*}
f_{n+1}(t)=\sum_{j=0}^{n+1} \frac{1}{n!}(-1)^{j}\binom{n+1}{j}(t-j)_{+}^{n}, \tag{3.6}
\end{equation*}
$$

where $(t-j)_{+}$is 0 for $t<j$ and $t-j$ for $t \geqslant j$. With $t=k$, (3.6) reduces to (3.4). 口
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# ON A SYSTEM OF DIOPHANTINE EQUATIONS CONCERNING THE POLYGONAL NUMBERS <br> SHIRO ANDO <br> Hosei University, Koganei, Tokyo 184 Japan <br> (Submitted May 1981) 

## 1. INTRODUCTION

For the integer $k(k \geqslant 3)$ and the natural number $n$, we call the integer

$$
P_{n, k}=\frac{1}{2}\left\{(k-2) n^{2}-(k-4) n\right\}
$$

the $n$th polygonal number of order $k$. If $k=3$, this number is called the $n$th triangular number and is denoted by $t_{n}$.

Wieckowski [1] showed that the system of Diophantine equations

$$
\begin{aligned}
& t_{x}+t_{y}=t_{u} \\
& t_{x}+t_{z}=t_{v} \\
& t_{y}+t_{z}=t_{w}
\end{aligned}
$$

has infinitely many solutions. It seems difficult to establish the counterpart of this theorem for general polygonal numbers.

In this paper it will be shown that the system of Diophantine equations

$$
\begin{aligned}
& P_{x, k}+P_{y, k}=P_{u, k} \\
& P_{x, k}+P_{z, k}=P_{v, k}
\end{aligned}
$$

has infinitely many solutions for any integer $k(k \geqslant 3)$. In other words, there are infinitely many polygonal numbers of order $k$ which can be represented in two different ways as the difference of polygonal numbers of order $k$.

To show this, we establish a stronger theorem in a manner similar to that used earlier in [2].

THEOREM: Let $a$ and $b$ be integers such that $a>0$ and $a \equiv b(\bmod 2)$, and let

$$
A_{n}=\frac{1}{2}\left(a n^{2}+b n\right) \quad(n=1,2,3, \ldots)
$$

There are an infinite number of $A_{n}$ 's which can be expressed in two different ways as the difference of numbers of the same type.

## 2. PROOF OF THE THEOREM

First, we prove the following lemma.

LEMMA: The equation

$$
\begin{equation*}
A_{\ell}=A_{m}-A_{n} \tag{1}
\end{equation*}
$$

is satisfied by the positive integers

$$
\begin{gather*}
\ell=(r a+1) s  \tag{2}\\
m=n+s=\frac{1}{2}\left\{\left(r^{2} a^{2}+2 r a+2\right) s+r b\right\}  \tag{3}\\
n=\frac{1}{2}\{r a(r a+2) s+r b\} \tag{4}
\end{gather*}
$$

where $r$ is any positive integer and $s$ is any sufficiently large positive integer that is odd if both $a$ and $r$ are odd.

PROOF: From (1), we have

$$
\ell(a \ell+b)=(m-n)(a m+a n+b)
$$

Therefore, the integers $\ell, m$, and $n$ which satisfy the relations
and

$$
\ell=c(m-n),
$$

$$
a l+b=\frac{1}{c}(a m+a n+b)
$$

for any possible constant $c$, give a solution of (1). Solving for $m$ and $n$, we have

$$
\begin{aligned}
& m=\frac{1}{2}\left\{\frac{\ell}{c}+c \ell+\frac{b}{a}(c-1)\right\}=\frac{1}{2}\left\{(r a+1)^{2} s+s+r b\right\} \\
& n=\frac{1}{2}\left\{-\frac{\ell}{c}+c \ell+\frac{b}{a}(c-1)\right\}=\frac{1}{2}\left\{(r a+1)^{2} s-s+r b\right\}
\end{aligned}
$$

where $\ell=c s$, and $c=r a+1$ are the defining equations for $r$ and $s$. Equations (2), (3), and (4) follow immediately.

By observing Equation (4) and recalling that $\alpha \equiv b$ (mod 2), we see that if $r$ is any positive integer and $s$ is any integer that is odd if both $\alpha$ and $r$ are odd, which also satisfies

$$
s>\max \left\{0,-\frac{b}{a(r a+2)}\right\},
$$

then $\ell, m$, and $n$ are positive integers, and the lemma is proved.

To prove the theorem, we first observe that for any $t$ that satisfies the same condition as $s$ in the lemma,

$$
\begin{aligned}
& \ell^{\prime}=\frac{1}{2}\{r a(r a+2) t+r b\}, \\
& m^{\prime}=\frac{1}{2}\left\{\left(r^{2} a^{2}+2 r a+2\right) t+r b\right\}, \\
& n^{\prime}=(r a+1) t,
\end{aligned}
$$

satisfy the equation

$$
\begin{equation*}
A_{\ell^{\prime}}=A_{m^{\prime}}-A_{n^{\prime \prime}} \tag{5}
\end{equation*}
$$

Now we shall determine values of $s$ and $t$ so that we have $\ell=\ell^{\prime}$. For these values, (1) and (5) will yield the required representations.

Let

$$
\begin{align*}
& s=\frac{1}{2}\{r a(r a+2) x+r(r a+1) b\},  \tag{6}\\
& t=(r a+1) x+r b \tag{7}
\end{align*}
$$

where $x$ is an integer that makes $s$ odd if $r a$ is odd. Then we have

$$
\ell=(r a+1) s=\frac{1}{2}\{r a(r a+2) t+r b\}=\ell^{\prime}
$$

and thus, for $x$ sufficiently large, $s$ and $t$ given by (6) and (7) will satisfy our requirement. Substituting (6) and (7) into $l, m, n, m^{\prime}$, and $n^{\prime}$, we get the following proposition, which establishes the theorem.

PROPOSITION: If $x$ is a sufficiently large integer that makes $s$ in (6) odd whenever ra is odd, then

$$
\begin{aligned}
\ell & =\frac{1}{2}\left\{r a(r a+1)(r a+2) x+r(r a+1)^{2} b\right\} \\
m & =\frac{1}{4}\left\{r a(r a+2)\left(r^{2} a^{2}+2 r a+2\right) x+r\left(r^{3} a^{3}+3 r^{2} a^{2}+4 r a+4\right) b\right\} \\
n & =\frac{1}{4}\left\{r^{2} a^{2}(r a+2)^{2} x+r\left(r^{3} a^{3}+3 r^{2} a^{2}+2 r a+2\right) b\right\} \\
m^{\prime} & =\frac{1}{2}\left\{(r a+1)\left(r^{2} a^{2}+2 r a+2\right) x+r\left(r^{2} \alpha^{2}+2 r a+3\right) b\right\} \\
n^{\prime} & =(r a+1)^{2} x+r(r a+1) b
\end{aligned}
$$

are positive integers, with $m \neq m^{\prime}$, which satisfy the relation

$$
A_{l}=A_{m}-A_{n}=A_{m^{\prime}}-A_{n^{\prime}}
$$

Note that for any $r, a$, and $b$, the equation $m=m^{\prime}$ has at most one solution $x$, because it can be reduced to the equation

$$
\left(r^{2} a^{2}-2\right) x=-p(r a-1) b
$$

## 3. THE CASE OF POLYGONAL NUMBERS

If we put

$$
a=k-2, b=-(k-4), \text { for } k \geqslant 3,
$$

in $\ell, m, n, m^{\prime}$, and $n^{\prime}$ in the proposition, we get formulas for polygonal numbers which satisfy the equation

$$
\begin{equation*}
P_{\ell, k}=P_{m, k}-P_{n, k}=P_{m^{\prime}, k}-P_{n^{\prime}, k} \tag{8}
\end{equation*}
$$

If $r=1$, for instance, then we have

$$
\begin{aligned}
l & =\frac{1}{2}\left\{k(k-1)(k-2) x-(k-1)^{2}(k-4)\right\} \\
m & =\frac{1}{4}\left\{k(k-2)\left(k^{2}-2 k+2\right) x-k(k-4)\left(k^{2}-3 k+4\right)\right\} \\
n & =\frac{1}{4}\left\{k^{2}(k-2)^{2} x-(k-4)\left(k^{3}-3 k^{2}+2 k+2\right)\right\} \\
m^{\prime} & =\frac{1}{2}\left\{(k-1)\left(k^{2}-2 k+2\right) x-(k-4)\left(k^{2}-2 k+3\right)\right\} \\
n^{\prime} & =(k-1)^{2} x-(k-1)(k-4) .
\end{aligned}
$$

For every positive integer $x$, if $k$ is even, and for positive $x$ such that $x \equiv$ $k+1(\bmod 4)$, if $k$ is odd, these values are positive integers with $m \neq m^{\prime}$, which satisfy Equation (8).

In the case of $r=2$ we have, for every positive integer $x$,

$$
\begin{aligned}
\ell & =2(k-1)(k-2)(2 k-3) x-(k-4)(2 k-3)^{2} \\
m & =2(k-1)(k-2)\left(2 k^{2}-6 k+5\right) x-2(k-4)\left(2 k^{3}-9 k^{2}+14 k-7\right) \\
n & =4(k-1)^{2}(k-2)^{2} x-(k-4)\left(4 k^{3}-18 k^{2}+26 k-11\right) \\
m^{\prime} & =(2 k-3)\left(2 k^{2}-6 k+5\right) x-(k-4)\left(4 k^{2}-12 k+11\right) \\
n^{\prime} & =(2 k-3)^{2} x-2(k-4)(2 k-3),
\end{aligned}
$$

which are positive integers with $m \neq m^{\prime}$, which satisfy Equation (8).

For $k=3$ and 5, these values are as follows. In the case of $r=1$, we use $4 x$ for $k=3$ and $4 x-2$ for $k=5$ instead of $x$, so that we can get positive integral values for every positive integer $x$.

|  | $r=1$ | $r=2$ |
| :---: | :---: | :---: |
| $k=3$ | $\ell=12 x+2$ | $\ell=12 x+9$ |
|  | $m=15 x+3$ | $m=20 x+16$ |
|  | $n=9 x+2$ | $n=16 x+13$ |
|  | $m^{\prime}=20 x+3$ | $m^{\prime}=15 x+11$ |
|  | $n^{\prime}=16 x+2$ | $n^{\prime}=9 x+6$ |
| $k=5$ | $\ell=120 x-68$ | $\ell=168 x-49$ |
|  | $m=255 x-145$ | $m=600 x-176$ |
|  | $n=225 x-128$ | $n=576 x-169$ |
|  | $m^{\prime}=136 x-77$ | $m^{\prime}=175 x-51$ |
|  | $n^{\prime}=64 x-36$ | $n^{\prime}=49 x-14$ |
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In this paper we consider the Fibonacci sequence defined by

$$
F_{0}=0, F_{1}=1, \text { and } F_{n}=F_{n-1}+F_{n-2}, n \geqslant 2,
$$

the $k$-ordered Fibonacci sequence $\left\{G_{n}^{(k)}\right\}$, and the generalized $k$-ordered linear recursive sequence $\left\{R_{n}^{(k)}\right\}$, both of which will be defined.

First a new relation on the Fibonacci sequence will be proved and a wellknown relation on the Fibonacci sequence will be generalized for the $k$-ordered Fibonacci sequence. Then an infinite set of positive integers will be found such that no integer in this set is a divisor of any term in the sequence $\left\{R_{n}^{(k)}\right\}$. Finally, a result of Lieuwens [1] will be generalized for $k$-ordered linear recursive sequences.

DEFINITION 1: For every $k>1$, the $k$-ordered Fibonacci sequence $\left\{G_{n}^{(k)}\right\}$ is defined by $G_{0}^{(k)}=G_{1}^{(k)}=\cdots=G_{k-1}^{(k)}=1$, and

$$
G_{n}^{(k)}=\sum_{i=1}^{k} G_{n-i}^{(k)}, n \geqslant k .
$$

(When $k=2$, this sequence is essentially the Fibonacci sequence.)

DEFINITION 2: For every $k>1$, the generalized $k$-ordered linear recursive sequence $\left\{R_{n}^{(k)}\right\}$ is defined by $R_{0}^{(k)}=R_{1}^{(k)}=\cdots=R_{k-1}^{(k)}=1$, and

$$
R_{n}^{(k)}=\sum_{i=1}^{k} a_{i} R_{n-i}^{(k)}, n \geqslant k
$$

where the $\alpha_{i}$ are integers not all equal to 0 .

DEFINITION 3: If $m \neq 0$ is an integer, then for every $k>1$, the length of the period modulo $m$ of $\left\{R_{n}^{(k)}\right\}$ is the least natural number $p(m)$ such that there exists an index $n_{0}$, and for $n>n_{0}$,

$$
R_{n+p}^{(k)} \equiv R_{n}^{(k)}(\bmod m)
$$

A sequence is called absolutely periodic modulo $m$ if $n_{0}=0$.

REMARK: Every sequence $\left\{R_{n}^{(k)}\right\}$ is clearly periodic.

DEFINITION 4: The occurrence order of the natural number $m>1$ in the sequence $\left\{R_{n}^{(k)}\right\}$ is the number $r(m)$, for which $m \mid R_{r}^{(k)}$, but $m \nmid R_{n}^{(k)}$ if $0<n<r$.

EXAMPLE 1: Let the $\alpha_{i}=1$ and $k=3$. Then we have the sequence

$$
\left\{R_{n}^{(3)}\right\} \equiv 1,1,1,3,5,9,17,31,57,105,193, \ldots .
$$

If $m=5$, this sequence reduced modulo 5 becomes
$1,1,1,3,0,4,2,1,2,0,3,0,3,1,4,3,3,0,1,4$, $0,0,4,4,3,1,3,2,1,1,4,1,1,1,3, \ldots$,
and we have

$$
p(5)=31, n_{0}=0, r(5)=4
$$

THEOREM 1: If $\left\{R_{n}\right\}$ is the sequence defined by

$$
R_{0}=1, R_{n}=\sum_{j=1}^{n} j R_{n-j}, n>0
$$

then for $n \geqslant 2$,
(a) $R_{n}=F_{2 n}$;
(b) $\sum_{j=0}^{n} R_{j}=F_{2 n+1}$.

PROOF: (a) For $n=2,3$, and 4, the theorem is easily established. Using finite induction, and assuming that for $i>4$,

$$
\begin{aligned}
& R_{i}=F_{2 i} \\
& \text { then } \\
& \qquad \begin{aligned}
F_{2(i+1)} & =F_{2 i+2}=F_{2 i+1}+F_{2 i}=F_{2 i}+F_{2 i-1}+F_{2 i} \\
= & 2 F_{2 i}+F_{2 i}-F_{2 i-2}=3 F_{2 i}-F_{2(i-1)}=3 R_{i}-R_{i-1} \\
= & 3 \sum_{j=1}^{i} j R_{i-j}-\sum_{j=1}^{i-1} j R_{i-j-1}=\sum_{j=1}^{i}(2 j+1) R_{i-j} \\
= & \sum_{j=1}^{i} j R_{i-j}+\sum_{j=2}^{i+1} j R_{i+1-j}=R_{i}+\sum_{j=2}^{i+1} j R_{i+1-j}
\end{aligned}
\end{aligned}
$$

$$
=\sum_{j=1}^{i+1} j R_{i+1-j}=R_{i+1}
$$

as required.
(b) Applying (a) above, we have

$$
\begin{aligned}
F_{2 n+1} & =F_{2(n+1)}-F_{2 n}=R_{n+1}-R_{n} \\
& =\sum_{j=1}^{n+1} j R_{n+1-j}-\sum_{j=1}^{n} j R_{n-j}=\sum_{j=0}^{n} R_{j} .
\end{aligned}
$$

A well-known identity for Fibonacci numbers is

$$
\begin{equation*}
F_{n}=\sum_{i=2}^{n} F_{n-i}+1, n \geqslant 2 \tag{1}
\end{equation*}
$$

An alternate form of (1), which we obtain by renaming $F_{0}=1$, $F_{1}=1, F_{2}=2$, and generalize as Theorem 2, is

$$
\begin{equation*}
F_{n}=\sum_{i=2}^{n-2} F_{n-i}+3, n \geqslant 4 \tag{2}
\end{equation*}
$$

THEOREM 2: If $G_{n}^{(k)}$ is as in Definition 1 , then for all $n \geqslant 2 k$,

$$
\begin{equation*}
G_{n}^{(k)}=\sum_{i=1}^{k-2} i G_{n-i-1}^{(k)}+(k-1) \sum_{i=k}^{n-k} G_{n-i}^{(k)}+\frac{k(k+1)}{2} \tag{3}
\end{equation*}
$$

Note that $G_{n}^{(2)}=F_{n}$ as defined in (2) and hence (2) is a special case of (3). PROOF: Let $k \geqslant 2$ be fixed. If $n=2 k$, then using the definition of $G_{2 k}^{(k)}$ twice and performing the indicated sums, we have

$$
\begin{aligned}
G_{2 k}^{(k)} & =\sum_{i=1}^{k} G_{2 k-i}^{(k)}=\sum_{i=1}^{k} \sum_{j=1}^{k} G_{2 k-i-j}^{(k)} \\
& =G_{2 k-2}^{(k)}+2 G_{2 k-3}^{(k)}+\cdots+(k-2) G_{k+1}^{(k)}+(k-1) G_{k}^{(k)}+\frac{k(k+1)}{2} \\
& =\sum_{i=1}^{k-2} i G_{2 k-i-1}^{(k)}+(k-1) G_{k}^{(k)}+\frac{k(k+1)}{2} .
\end{aligned}
$$

(Recall that $\left.G_{0}^{(k)}=G_{1}^{(k)}=\cdots=G_{k-1}^{(k)}=1.\right)$
Now suppose that (3) is true for $m>2 k$. Then

$$
\begin{aligned}
G_{m+1}^{(k)} & =\sum_{i=1}^{k} G_{m-i+1}^{(k)}=\sum_{i=0}^{k-1} G_{m-i}^{(k)}=G_{m}^{(k)}+\sum_{i=1}^{k-1} G_{m-i}^{(k)} \\
& =\sum_{i=1}^{k-2} i G_{m-i-1}^{(k)}+(k-1) \sum_{i=k}^{m-k} G_{m-i}^{(k)}+\frac{k(k+1)}{2}+\sum_{i=1}^{k-1} G_{m-i}^{(k)}
\end{aligned}
$$

$$
\begin{aligned}
& =\left[\sum_{i=1}^{k-3} i G_{m-i-1}^{(k)}+\sum_{i=1}^{k-2} G_{m-i}^{(k)}\right]+\left[(k-2) G_{m-(k-1)}^{(k)}+G_{m-(k-1)}^{(k)}\right. \\
& \left.+(k-1) \sum_{i=k}^{m-k} G_{m-i}^{(k)}\right]+\frac{k(k+1)}{2} \\
& =\sum_{i=1}^{k-2} i G_{(m+1)-i-1}^{(k)}+(k-1) \sum_{i=k}^{m+1-k} G_{(m+1)-i}^{(k)}+\frac{k(k+1)}{2},
\end{aligned}
$$

which proves that (3) is true for $n=m+1$ and hence for all $n$.
We now turn to the question of divisibiltiy of the terms of the sequence $\left\{R_{n}^{(k)}\right\}$ by the natural number $m$ and state the following theorem.

THEOREM 3: If $\left\{R_{n}^{(k)}\right\}$ is as in Definition 2, and if $m$ if a natural number such that

$$
\left(\sum_{i=1}^{k} \alpha_{i}\right)-1 \neq 0
$$

and

$$
\operatorname{g.c} \cdot \mathrm{d} \cdot\left(m,\left(\sum_{i=1}^{k} a_{i}-1\right)\right)=d>1
$$

then $m \nmid R_{n}^{(k)}$ for any $n$. That is, $r(m)$ does not exist.
PROOF: Let

$$
M=\left(\sum_{i=1}^{k} a_{i}\right)-1
$$

If g.c.d. $(m, M)=d>1$, we show that for every $n$,

$$
R_{n}^{(k)} \equiv 1(\bmod M)
$$

If $n<k$, then $R_{n}^{(k)}=1$ and $M \nmid R_{n}^{(k)}$, since $M>1$.
Now, if we assume that the theorem is true for any $k$ successive terms of the sequence, we have

$$
\begin{gathered}
R_{n}^{(k)}=j_{0} M+1 \\
R_{n+1}^{(k)}=j_{1} M+1 \\
\cdots \cdot \cdots \cdot \\
R_{n+k-1}^{(k)}=j_{k-1} M+1
\end{gathered}
$$

Multiplying each of these equations successively by $\alpha_{k}, \alpha_{k-1}, \ldots, \alpha_{1}$, we obtain

$$
\begin{gathered}
a_{k} R_{n}^{(k)}=a_{k} j_{0} M+a_{k} \\
a_{k-1} R_{n+1}^{(k)}=a_{k-1} j_{1} M+a_{k-1} \\
\cdots \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
\alpha_{1} R_{n+k-1}^{(k)}=a_{1} j_{k-1} M+a_{1},
\end{gathered}
$$

and then adding, we have

$$
\begin{aligned}
R_{n+k}^{(k)}=\sum_{i=1}^{k} a_{i} R_{n+k-i}^{(k)} & =M \sum_{i=1}^{k} a_{i} j_{k-i}+\left(\sum_{i=1}^{k} a_{i}\right)-1+1 \\
& =M\left(\sum_{i=1}^{k} a_{i} j_{k-i}+1\right)+1
\end{aligned}
$$

which establishes that $R_{n+k}^{(k)} \equiv 1(\bmod M)$.
Now we assume that for some $s$,

$$
m \mid R_{s}^{(k)}
$$

Then $d \mid R_{s}^{(k)}$ and $d \mid M$ and hence there exist integers $j, r_{1}$, and $r_{2}$ such that

$$
R_{s}^{(k)}=r_{1} d=j M+1=r_{2} d+1
$$

which implies $d \mid 1$, a contradiction, and the proof is complete.
If g.c.d. ( $m, M$ ) $=1$, then it is not known whether, in general, there exists $n$ such that $m \mid R_{n}^{(k)}$.

Finally, we examine $p(m)$, the length of the period of $\left\{R_{n}^{(k)}\right\}$ modulo $m$.
Waddill[2] has shown that in the special case where $R_{0}=0, R_{1}=R_{2}=1$, $k=3, a_{1}=a_{2}=a_{3}=1$, and $m=q_{1}^{\alpha_{1}}, q_{2}^{\alpha_{2}}, \ldots, q_{r}^{\alpha_{r}}, q_{i}$ prime, then

$$
\begin{equation*}
p(m)=1 . \operatorname{c.m} .\left[p\left(q_{1}^{\alpha_{1}}\right), p\left(q_{2}^{\alpha_{2}}\right), \ldots, p\left(q_{r}^{\alpha_{r}}\right)\right] \tag{4}
\end{equation*}
$$

Lieuwens [1] has shown that (4) holds for an arbitrary 2-ordered sequence. We show that (4) is true for every $k$-ordered sequence.

THEOREM 4: Let $\left\{R_{n}^{(k)}\right\}$ be as in Definition 2 and let $m>1$ be an arbitrary integer, where

$$
m=q_{1}^{\alpha_{1}} q_{2}^{\alpha_{2}} \cdots q_{r}^{\alpha_{r}}, q_{i} \text { prime }
$$

then

$$
p(m)=1 . \operatorname{c.m} .\left[p\left(q_{1}^{\alpha_{1}}\right), p\left(q_{2}^{\alpha_{2}}\right), \ldots, p\left(q_{r}^{\alpha_{r}}\right)\right]
$$

PROOF: For every integer $q_{i}^{\alpha_{i}}$, there exists an index $n_{0_{i}}$ such that for $n>n_{0_{i}}$,

$$
R_{n+j p\left(q_{i}^{\alpha_{i}}\right)}^{(k)} \equiv R_{n}^{(k)}\left(\bmod q_{i}^{\alpha_{i}}\right), j=0,1,2, \ldots
$$

Let $n^{*}=\max \left(n_{0_{1}}, n_{0_{2}}, \ldots, n_{0_{r}}\right)$. Then for every integer $t>0, j \geqslant 0$,

$$
R_{n^{\star}+j p\left(q_{i}^{\alpha_{i}}\right)+t}^{(k)} \equiv R_{n^{*}+t}^{(k)}\left(\bmod q_{i}^{\alpha_{i}}\right)
$$

for all $i$. Hence, for $i=1,2$, say,

$$
\begin{aligned}
& R_{n^{*}+j p\left(q_{1}^{\alpha_{1}}\right)+t}^{(k)} \equiv R_{n^{*}+t}^{(k)}\left(\bmod q_{1}^{\alpha_{1}}\right) \\
& R_{n^{*}+j p\left(q_{2}^{\alpha_{2}}\right)+t}^{(k)} \equiv R_{n^{*}+t}^{(k)}\left(\bmod q_{2}^{\alpha_{2}}\right)
\end{aligned}
$$

Since g.c.d. $\left(q_{1}, q_{2}\right)=1$, then the smallest integer, $p$, such that

$$
R_{n^{*}+p+t}^{(k)} \equiv R_{n *+t}^{(k)}\left(\bmod q_{1}^{\alpha_{1}} q_{2}^{\alpha_{2}}\right)
$$

occurs when

$$
p=1 . \mathrm{c} \cdot \mathrm{~m} \cdot\left[p\left(q_{1}^{\alpha_{1}}\right), p\left(q_{2}^{\alpha_{2}}\right)\right],
$$

since $p$ must be a multiple of both $p\left(q_{1}^{\alpha_{1}}\right)$ and $p\left(q_{2}^{\alpha_{2}}\right)$. The general case follows similarly.
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## INTRODUCTION

A Latin cube of order $n$ is an $n^{3}(n \times n \times n)$ array in which each of the numbers $1,2, \ldots, n$ appears exactly once in each line of the array. Similarly, a Latin $k$-cube of order $n$ is an $n^{k}$ array where each of the numbers 1 , $2, \ldots, n$ appears exactly once in each line. A set of $k$ Latin $k$-cubes is orthogonal if, when superimposed, each ordered $k$-tuple of the numbers 1,2 , ..., $n$ appears once.

Orthogonal Latin $k$-cubes of order $n$ can be constructed from 2 orthogonal Latin squares of order $\lambda$ [1]. However, there are no orthogonal Latin squares of order 6 [3] and it has been conjectured that there are thus no orthogonal Latin $k$-cubes or order 6 [4].

We now show how orthogonal Latin $k$-cubes can be constructed from three orthogonal Latin cubes.

THEOREM: If there exist three orthogonal Latin cubes and $k$ orthogonal Latin $k$-cubes or order $n$, then there exist orthogonal Latin $(k+2)$-cubes of order $n$.

PROOF: Let $A=\left(\alpha_{i j k}\right), B=\left(b_{i j k}\right)$, and $C=\left(c_{i j k}\right)$ be orthogonal Latin cubes ${\overline{\text { and }} A^{1}}^{1}, A^{2}, \ldots, A^{k}$ be orthogonal Latin $k$-cubes of order $n$. Write the entries of $A^{j}$ as $a_{i_{1}}^{j}, \ldots, i_{k}$.

Then we can define $(k+2)$ orthogonal Latin $(k+2)$-cubes $B^{1}, B^{2}, \ldots, B^{k+2}$ by

$$
\begin{aligned}
& b_{i_{1}}^{1}, \ldots, i_{k+2}=a_{a_{i_{1}}^{1}, \ldots, i_{k}}, i_{k+1}, i_{k+2} \\
& \vdots \\
& b_{i_{1}}^{k}, \ldots, i_{k+2}=\alpha_{a_{i_{1}}^{1}, \ldots, i_{k}, i_{k+1}, i_{k+2}} \\
& b_{i_{1}}^{k+1}, \ldots, i_{k+2}=b_{a_{i_{1}}^{1}, \ldots, i_{k}, i_{k+1}, i_{k+2}} \\
& b_{i_{1}, \ldots, i_{k+2}}^{k+2}=c_{a_{i_{1}}^{1}, \ldots, i_{k}}, i_{k+1}, i_{k+2}
\end{aligned}
$$

The $(k+2)$-cubes thus defined are orthogonal, since there is a unique position ( $i_{1}, i_{2}, \ldots, i_{k+2}$ ) in each Latin ( $k+2$ )-cube for every ( $k+2$ )-tuple of the numbers (1, 2, ...., $n$ ) (see [1]).

Examples of 3 orthogonal Latin 3 -cubes and 4 orthogonal Latin 4 -cubes of order 6 are presented in Table 1 below. Hence, we have shown the existence of $k$ orthogonal Latin $k$-cubes of order 6 .

TABLE 1
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## A TRINOMIAL DISCRIMINANT FORMULA
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The expression $b^{2}-4 a c$ is well known to algebra students as the discriminant of the quadratic $a x^{2}+b x+c$, with $a \neq 0$. However, how many students are aware of the existence of discriminant formulas for higher-degree polynomials? The purpose of this paper is to develop such a formula for the trinomial

$$
\begin{equation*}
a x^{n}+b x^{k}+c, \tag{1}
\end{equation*}
$$

with $n>k>0$ and $a \neq 0$. The formula has appeared in the literature in various forms ([1, p. 130], [2], [3], [4], [5, p. 41], and [6]). It can be written as

$$
\begin{equation*}
\Delta_{n, k}=(-1)^{\frac{1}{2} n(n-1)} a^{n-k-1} c^{k-1}\left(n^{N} a^{K} c^{N-K}+(-1)^{N-1}(n-k)^{N-K} k^{K} b^{N}\right)^{d}, \tag{2}
\end{equation*}
$$

where $d$ is the greatest common divisor of $n$ and $k$ and $N$ and $K$ are given by $n=N d$ and $k=K d$. Notice that the case $n=2$ and $k=1$ gives the quadratic discriminant

$$
\Delta_{2,1}=b^{2}-4 a c .
$$

In this paper we derive (2) by standard algebraic techniques that involve some elementary calculus and roots of unity. As a generalization of the quadratic case, the trinomial discriminant formula can provide an interesting enrichment topic for advanced-level algebra students.

To appreciate what is involved in deriving (2), consider the usual definition of the discriminant $D_{n}$ of the general $n$ th-degree polynomial

$$
\begin{equation*}
f(x)=a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n} \tag{3}
\end{equation*}
$$

Van der Waerden [7, p. 101], for example, defines $D_{n}$ as

$$
\begin{equation*}
D_{n}=a_{0}^{2 n-2} \prod_{i<j}\left(\alpha_{i}-\alpha_{j}\right)^{2} \tag{4}
\end{equation*}
$$

where the $\alpha$ 's are the roots of $f(x)$.
As examples, let us compute $D_{n}$ for $n=2$ and $n=3$. In these cases, (3) is more commonly written as $f(x)=a x^{2}+b x+c$ and $f(x)=a x^{3}+b x^{2}+c x+d$, respectively. Using (4) together with the well-known expressions that relate the coefficients of each polynomial to the elementary symmetric functions of their roots, we get

$$
D_{2}=b^{2}-4 a c
$$

and

$$
D_{3}=b^{2} c^{2}-27 a^{2} d^{2}-4 b^{3} d-4 a c^{3}+18 a b c d
$$

We note that for $n \geqslant 3, D_{n}$ becomes more difficult to compute directly from the roots of $f(x)$.

There are other expressions for $D_{n}$ that involve the derivative $f^{\prime}$ of (3). A straightforward manipulation of the product (4), for example, gives:

$$
\begin{equation*}
D_{n}=(-1)^{\frac{1}{2} n(n-1)} \alpha_{0}^{n-2} \prod_{i=1}^{n} f^{\prime}\left(\alpha_{i}\right) \tag{5}
\end{equation*}
$$

Still another expression for $D_{n}$ is the one we will use to derive (2), namely:

$$
\begin{equation*}
D_{n}=(-1)^{\frac{1}{2} n(n-1)} a_{0}^{n-1} n^{n} \prod_{j=1}^{n-1} f\left(\beta_{j}\right), \tag{6}
\end{equation*}
$$

where the $\beta^{\prime}$ s are the roots of $f^{\prime}(x)$. It is not hard to compute the discriminant of (1) from (6) because the derivative of a trinomial is a binomial whose roots are easy to find.

The expression (6) is obtained by considering the double product

$$
\left(\alpha_{0} n\right)^{n} \prod_{i=1}^{n} \prod_{j=1}^{n-1}\left(\alpha_{i}-\beta_{j}\right),
$$

where the $\alpha_{i}$ 's and the $\beta_{j}$ 's are the roots of $f(x)$ and $f^{\prime}(x)$, respectively. By rearranging this double product, as described in [7], it is easy to show that it is equal to each of the following single products, which are hence equal to each other:

$$
\begin{equation*}
\alpha_{0} n^{n} \prod_{j=1}^{n-1} f\left(\beta_{j}\right)=\prod_{i=1}^{n} f^{\prime}\left(\alpha_{i}\right) \tag{7}
\end{equation*}
$$

A comparison of (7) with (5) then gives (6).
We now derive the discriminant formula. We first obtain the formula for $f(x)=a x^{n}-b x^{k}+c$ and then replace $b$ by $-b$. Write

$$
\begin{equation*}
f(x)=a x^{n}-b x^{k}+c=c-\left(b-a x^{n-k}\right) x^{k} \tag{8}
\end{equation*}
$$

and

$$
f^{\prime}(x)=n a x^{n-1}-k b x^{k-1}=x^{k-1}\left(n a x^{n-k}-k b\right)
$$

Clearly, the roots of the binomial $f^{\prime}(x)$ are ( $k-1$ ) zeros and the solutions of $x^{n-k}=k b / n a$. Therefore, by (8),

$$
\prod_{j=1}^{n-1} f\left(\beta_{j}\right)=c^{k-1} \prod_{\zeta}\left(c-\left(b-\alpha(\zeta \beta)^{n-k}\right)(\zeta \beta)^{k}\right)
$$

where $\zeta$ runs through all of the $(n-k)$ th roots of unity and $\beta^{n-k}=k b / n \alpha$. For further information about roots of unity, see [7, Sec. 36]. Simplifying, we have

$$
\prod_{j=1}^{n-1} f\left(\beta_{j}\right)=c^{k-1} \prod_{\zeta}\left(c-\left(\frac{n-k}{n}\right) b \beta^{k} \zeta^{k}\right)
$$

Now, as $\zeta$ runs through the $(n-k)$ th roots of unity, $\zeta^{k}$ runs $d$ times through the ( $N-K$ ) th roots of unity. Therefore, after further simplification with roots of unity, we get

$$
\prod_{j=1}^{n-1} f\left(\beta_{j}\right)=c^{k-1}\left(c^{N-K}-(n-k)^{N-K} k^{K} n^{-N} a^{-K} b^{N}\right)^{d}
$$

Here we are using the fact that, if $\omega$ is a primitive $m$ th root of unity, then

$$
u^{m}-v^{m}=\prod_{i=0}^{m-1}\left(u-v \omega^{i}\right)
$$

Using (6) and substituting $-b$ for $b$, we obtain the desired formula given in (2).
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## DEFINITIONS

The Fibonacci numbers $F_{n}$ and Lucas numbers $L_{n}$ satisfy
and

$$
F_{n+2}=F_{n+1}+F_{n}, F_{0}=0, F_{1}=1
$$

$$
L_{n+2}=L_{n+1}+L_{n}, L_{0}=2, L_{1}=1
$$

Also, $a$ and $b$ designate the roots $(1+\sqrt{5}) / 2$ and $(1-\sqrt{5}) / 2$, respectively, of $x^{2}-x-1=0$.

## PROBLEMS PROPOSED IN THIS ISSUE

B-484 Proposed by Philip L. Mana, Albuquerque, NM

For a given $x$, what is the least number of multiplications needed to calculate $x^{98}$ ? (Assume that storage is unlimited for intermediate products.)

B-485 Proposed by Gregory Wulczyn, Bucknell University, Lewisburg, PA

Find the complete solution $u_{n}$ to the difference equation

$$
u_{n+2}-5 u_{n+1}+6 u_{n}=11 F_{n}-4 F_{n+2}
$$

B-486 Proposed by Valentina Bakinova, Rondout Valley, NY
Prove or disprove that, for every positive integer $k$,

$$
\frac{F_{k+1}}{F_{1}}<\frac{F_{k+3}}{F_{3}}<\frac{F_{k+5}}{F_{5}}<\ldots<a^{k}<\ldots<\frac{F_{k+6}}{F_{6}}<\frac{F_{k+4}}{F_{4}}<\frac{F_{k+2}}{F_{2}}
$$

$B-487$ Proposed by Herta T. Freitag, Roanoke, VA
Prove or disprove that, for all positive integers $n$,

$$
5 L_{4 n}-L_{2 n}^{2}+6-6(-1)^{n} L_{2 n} \equiv 0\left(\bmod 10 F_{n}^{2}\right)
$$

B-488 Proposed by Herta T. Freitag, Roanoke, VA
Let $a$ and $d$ be positive integers with $d$ odd. Prove or disprove that for all positive integers $h$ and $k$,

$$
L_{a+h d}+L_{a+h d+d} \equiv L_{a+k d}+L_{a+k d+d}\left(\bmod L_{d}\right)
$$

B-489 Proposed by Herta T. Freitag, Roanoke, VA
Is there a Fibonacci analogue (or semianalogue) of $B-488$ ?

## SOLUTIONS

## Pythagorean Triples

B-457 Proposed by Herta T. Freitag, Roanoke, VA
Prove or disprove that there exists a positive integer $b$ such that the Pythagorean-type relationship $\left(5 F_{n}^{2}\right)^{2}+b^{2} \equiv\left(L_{n}^{2}\right)^{2}\left(\bmod 5 m^{2}\right)$ holds for all $m$ and $n$ with $m \mid F_{n}$.

Solution by Bob Prielipp, University of Wisconsin-Oshkosh, WI

We will show that the specified Pythagorean-type relationship holds with $b=4$. Since

$$
L_{n}^{2}=5 F_{n}^{2}+4(-1)^{n},\left(L_{n}^{2}\right)^{2}=\left(5 F_{n}^{2}\right)^{2}+8(-1)^{n}\left(5 F_{n}^{2}\right)+4^{2}
$$

we have

$$
\left(5 F_{n}^{2}\right)^{2}+4^{2} \equiv\left(L_{n}^{2}\right)^{2}\left(\bmod 5 F_{n}^{2}\right)
$$

Hence, for all $m$ such that $m$ divides $F_{n}$,

$$
\left(5 F_{n}^{2}\right)^{2}+4^{2} \equiv\left(L_{n}^{2}\right)^{2}\left(\bmod 5 m^{2}\right)
$$

Also solved by Paul S. Bruckman, Frank Higgins, Sahib Singh, Lawrence Somer, and the proposer.

## Prime Diffexence of Triangular Numbers

B-458 Proposed by H. Klauser, Zurich, Switzerland
Let $T_{n}$ be the triangular number $n(n+1) / 2$. For which positive integers $k$ do there exist positive integers $n$ such that $T_{n+k}-T_{n}$ is a prime?

Solution by Lawrence Somer, Washington, D.C.
The answer is $k=1$ or $k=2$. Note that

$$
\begin{aligned}
T_{n+k}-T_{n} & =(n+k)(n+k+1) / 2-n(n+1) / 2 \\
& =\left(k^{2}+k+2 n k\right) / 2=k(k+2 n+1) / 2
\end{aligned}
$$

If $T_{n+k}-T_{n}$ is prime, then $k=1$ or $k / 2=1$ since $k+2 n+1>k$. If $k=1$, then $n=p-1$, where $p$ is prime, suffices to make $T_{n+k}-T_{n}$ prime. If $k=2$, then $n=(p-3) / 2$, where $p$ is prime, suffices to make $T_{n+k}-T_{n}$ prime.

Also solved by Paul Bruckman, Herta Freitag, Frank Higgins, Walther Janous, Peter Lindstrom, Bob Prielipp, Sahib Singh, J. Suck, Gregory Wulczyn, and the proposer.

## Incongruent Differences

B-459 Proposed by E. E. McDonnell, Palo Alto, CA and J. O. Shallit, Berkeley, CA

Let $g$ be a primitive root of the odd prime $p$. For $1 \leqslant i \leqslant p-1$, let $a_{i}$ be the integer in $S=\{0,1, \ldots, p-2\}$ with $g^{a_{i}} \equiv i(\bmod p)$. Show that

$$
a_{2}-a_{1}, a_{3}-a_{2}, \ldots, a_{p-1}-a_{p-2}
$$

(differences taken mod $p-1$ to be in $S$ ), is a permutation of $1,2, \ldots, p-2$. Solution by Lawrence Somer, Washington, D.C.

Suppose that $\alpha_{i+1}-\alpha_{i} \equiv \alpha_{j+1}-\alpha_{j}(\bmod p-1)$, where $1 \leqslant i<j \leqslant p-2$. Then

$$
g^{a_{i+1}-a_{i}} \equiv g^{a_{j+1}-a_{j}}(\bmod p)
$$

or

$$
g^{a_{i+1}} / g^{a_{i}} \equiv(i+1) / i \equiv g^{a_{j+1}} / g^{a_{j}} \equiv(j+1) / j(\bmod p)
$$

Since neither $i$ nor $j \equiv 0(\bmod p)$, this implies that

$$
(i+1) j=i j+j \equiv i(j+1)=i j+i(\bmod p)
$$

However, this is a contradiction, since $i \not \equiv j(\bmod p)$.
Also solved by Paul S. Bruckman, Frank Higgins, Walther Janous, Bob Prielipp, Sahib Singh, and the proposer.

## First of a Pair

B-460 Proposed by Larry Taylor, Rego Park, NY
For all integers $j, k, n$, prove that

$$
F_{k} F_{n+j}-F_{j} F_{n+k}=(-1)^{j} F_{k-j} F_{n}
$$

Solution by A. G. Shannon, New South Wales I.T., Australia

$$
\begin{aligned}
F_{k} F_{n+j}-F_{j} F_{n+k} & =\left(a^{k}-b^{k}\right)\left(a^{n+j}-b^{n+j}\right) / 5-\left(a^{j}-b^{j}\right)\left(a^{n+k}-b^{n+k}\right) \\
& =(a b)^{j}\left(a^{k-j}-b^{k-j}\right)\left(a^{n}-b^{n}\right) / 5 \\
& =(-1)^{j} F_{k-j} F_{n}
\end{aligned}
$$

Also solved by Clyde Bridger, Paul Bruckman, D. K. Chang, Herta Freitag, John Ivie, Walther Janous, John Milsom, Bob Prielipp, Heinz-Jurgen Seiffert, Sahib Singh, Gregory Wulczyn, and the proposer.

## Companion Identity

B-461 Proposed by Larry Taylor, Rego Park, NY
For all integers $j, k, n$, prove or disprove that

$$
F_{k} L_{n+j}-F_{j} L_{n+k}=(-1)^{j} F_{k-j} L_{n}
$$

Solution by Paul S. Bruckman, Sacramento, CA
The following relation follows readily from the Binet definitions:

$$
\begin{equation*}
F_{u} L_{v}=F_{v+u}-(-1)^{u} F_{v-u} . \tag{1}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
F_{k} L_{n+j}-F_{j} L_{n+k} & =F_{n+j+k}-(-1)^{k} F_{n+j-k}-F_{n+k+j}+(-1)^{j} F_{n+k-j} \\
& =(-1)^{j}\left(F_{n+k-j}-(-1)^{k-j} F_{n-(k-j)}\right) \\
& =(-1)^{j} F_{k-j} L_{n}
\end{aligned}
$$

[using (1) again, with $u=k-j, v=n$ ].
Also solved by Clyde Bridger, Herta Freitag, John Ivie, Walther Janous, John Milsom, Bob Prielipp, A. G. Shannon, Sahib Singh, Gregory Wulczyn, and the proposer.

## Typographical Monstrosity

B-462 Proposed by Herta T. Freitag, Roanoke, VA
Let $L(n)$ denote $L_{n}$ and $T_{n}=n(n+1) / 2$. Prove or disprove:

$$
L(n)=(-1)^{T_{n-1}}\left[L\left(T_{n-1}\right) L\left(T_{n}\right)-L\left(n^{2}\right)\right]
$$

Solution by John W. Milsom, Butler County Community College, Butler, PA
Using $L(n)=L_{n}=a^{n}+b^{n}, a b=-1$, and $T_{n}=n(n+1) / 2$, it follows that

$$
(-1)^{T_{n-1}}\left[L\left(T_{n-1}\right) L\left(T_{n}\right)-L\left(n^{2}\right)\right]=(\alpha b)^{n(n-1)}\left(a^{n}+b^{n}\right)=(-1)^{n(n-1)} L_{n}
$$

[Nov.

The number $n(n-1)$ is always even, so that $(-1)^{n(n-1)}=1$. Thus

$$
L(n)=(-1)^{T_{n-1}}\left[L\left(T_{n-1}\right) L\left(T_{n}\right)-L\left(n^{2}\right)\right]
$$

Also solved by Clyde Bridger, Paul Bruckman, Walther Janous, Bob Prielipp, Sahib Singh, Gregory Wulczyn, and the proposer.

## Casting Out Fives

B-463 Proposed by Herta T. Freitag, Roanoke, VA
Using the notations of $B-462$, prove or disprove:

$$
L(n) \equiv(-1)^{T_{n-1}} L\left(n^{2}\right)(\bmod 5) .
$$

Solution by Bob Prielipp, University of Wisconsin-Oshkosh, WI
We shall prove that the given congruence holds. Let $F(n)$ denote $F_{n}$. It is known that

$$
L_{1}(a+b)-(-1)^{b} L(\alpha-b)=5 E(\alpha) F(b)
$$

[see (10) and (12) on p. 115 of the April 1975 issue of this journa1.] Hence,
so

$$
\begin{gathered}
L\left(T_{n}+T_{n-1}\right)-(-1)^{T_{n-1}} L\left(T_{n}-T_{n-1}\right)=5 F\left(T_{n}\right) F\left(T_{n-1}\right) \\
L\left(n^{2}\right)-(-1)^{T_{n-1}} L(n) \equiv 0(\bmod 5) .
\end{gathered}
$$

The desired result follows almost immediately.
Also solved by Clyde Bridger, Paul Bruckman, Walther Janous, Sahib Singh, Gregory Wulczyn, and the proposer.

## Consequence of a Hoggatt Identity

B-464 Proposed by Gregory Wulczyn, Bucknell University, Lewisburg, PA
Let $n$ and $w$ be integers with $w$ odd. Prove or disprove:

$$
F_{n+2 w} F_{n+w}-2 L_{w} F_{n+w} F_{n-w}-F_{n-w} F_{n-2 w}=\left(L_{3 w}-2 L_{w}\right) F_{n}^{2}
$$

Solution by Sahib Singh, Clarion State College, Clarion, PA
The given equation is equivalent to:

$$
F_{n+2 w} F_{n+w}-F_{n-w} F_{n-2 w}-L_{3 w} F_{n}^{2}=2 L_{w}\left(F_{n+w} F_{n-w}-F_{n}^{2}\right)
$$

Using $I_{19}$ (Fibonacci and Lucas Numbers by Hoggatt), the right side

$$
=2(-1)^{n} L_{w} F_{w}^{2} .
$$

Expressing the left side of the above equation in $a$ and $b$, it simplifies to

$$
\frac{2(-1)^{n}}{5}\left(L_{3 w}+L_{w}\right)=2(-1)^{n} L_{w} F_{w}^{2} .
$$

Also solved by Paul Bruckman, Herta Freitag, Walther Janous, Bob Prielipp, M. Wachtel, and the proposer.

## Evenly Proportioned

B-465 Proposed by Gregory Wulczyn, Bucknell University, Lewisburg, PA

For positive integers $n$ and $k$, prove or disprove:

$$
\frac{F_{2 k}+F_{6 k}+F_{10 k}+\cdots+F_{(4 n-2) k}}{L_{2 k}+L_{6 k}+L_{10 k}+\cdots+L_{(4 n-2) k}}=\frac{F_{2 n k}}{L_{2 n k}}
$$

Solution by Sahib Singh, Clarion State College, Clarion, PA

Expressing

$$
F_{2 k}=\frac{a^{2 k}-b^{2 k}}{\sqrt{5}} \text { and } L_{2 k}=a^{2 k}+b^{2 k}
$$

the left side of the equation simplifies to

$$
\frac{F_{(4 n+2) k}-F_{(4 n-2) k}-2 F_{2 k}}{L_{(4 n+2) k}-L_{(4 n-2) k}}
$$

Using $I_{24}$ and $I_{16}$ (Fibonacci and Lucas Numbers by Hoggatt) successively, the above becomes

$$
\frac{5 F_{2 k} F_{2 n k}^{2}}{L_{(4 n+2) k}-I_{(4 n-2) k}}
$$

Since $L_{(4 n+2) k}-L_{(4 n-2) k}=5 F_{2 k} F_{2 n k} L_{2 n k}$, we are done.
Also solved by Clyde Bridger, Paul Bruckman, Herta Freitag, Bob Prielipp, and the proposer.
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## PROBLEMS PROPOSED IN THIS ISSUE

H-345 Proposed by Albert A. Mullin, Huntsville, AL
Prove or disprove: No four consecutive Fibonacci numbers can be products of two distinct primes.

H-346 Proposed by Verner E. Hoggatt, Jr., deceased
Prove or disprove: Let

$$
P_{1}=1, P_{2}=2, P_{n+2}=2 P_{n+1}+P_{n} \text { for } n=1,2,3, \ldots,
$$

then $P_{7}=169$ is the largest Pell number which is a square, and there are no Pell numbers of the form $2 s^{2}$ for $s>1$.

H-347 Proposed by Paul S. Bruckman, Sacramento, CA
Prove the identity:

$$
\begin{equation*}
\left\{\sum_{n=-\infty}^{\infty} \frac{x^{n}}{1+x^{2 n}}\right\}^{2}=\sum_{n=-\infty}^{\infty} \frac{x^{n}}{\left(1+(-x)^{n}\right)^{2}} \tag{1}
\end{equation*}
$$

valid for all real $x \neq 0, \pm 1$. In particular, prove the identity:

$$
\begin{equation*}
\left\{\sum_{n=-\infty}^{\infty} \frac{1}{L_{2 n}}\right\}^{2}=\sum_{n=-\infty}^{\infty} \frac{1}{L_{n}^{2}} \tag{2}
\end{equation*}
$$

H-348 Proposed by Andreas N. Philippou, Patras, Greece
For each fixed integer $k \geqslant 2$, define the sequence of polynomials $\alpha_{n}^{(k)}(p)$ by

$$
a_{n}^{(k)}(p)=p^{n+k} \sum_{n_{1}, \ldots, n_{k}}\binom{n_{1}+\cdots+n_{k}}{n_{1}, \ldots, n_{k}}\left(\frac{1-p}{p}\right)^{n_{1}+\cdots+n_{k}} \quad(n \geqslant 0,-\infty<p<\infty)
$$

where the summation is over all nonnegative integers $n_{1}, \ldots, n_{k}$ such that $n_{1}+2 n_{2}+\cdots+k n_{k}=n$. Show that

$$
\sum_{n=0}^{\infty} a_{n}^{(k)}(p)=1 \quad(0<p<1)
$$

## SOLUTIONS

Are You Curious?
H-327 Proposed by James F. Peters, St. John's University, Collegeville, MN (Vol. 19, No. 2, April 1981)

The sequence

$$
\begin{array}{rrrr}
1, & 3, & 6, & 8, \\
19, & 21, & 22, & 11, \\
24, & 12, & 27,29,30,32,34, & 17, \\
\ldots 5, \ldots
\end{array}
$$

was introduced by D. E. Thoro [Advanced Problem H-12, The Fibonacci Quarterly 1, no. 1 (April 1963):54]. Dubbed "A curious sequence," the following is a slightly modified version of the defining relation for this sequence suggested by the Editor [The Fibonacci Quarterly 1, no. 1 (Dec. 1963):50]: If

$$
T_{0}=1, T_{1}=3, T_{2}=4, T_{3}=6, T_{4}=8, T_{5}=9, T_{6}=11, T_{7}=12
$$

then

$$
T_{8 m+k}=13 m+T_{k}, \text { where } k \geqslant 0, m=1,2,3, \ldots
$$

Assume

$$
F_{0}=1, F_{1}=1, F_{n+1}=F_{n}+F_{n-1}
$$

and

$$
L_{0}=2, L_{1}=1, L_{n+1}=L_{n}+L_{n-1}
$$

and verify the following identities:

For example,

$$
\begin{gather*}
T_{F_{n}-2}=F_{n+1}-2, \text { where } n \geqslant 6  \tag{1}\\
T_{F_{6}-2}=T_{6}=11=F_{7}-2 \\
T_{F_{7}-2}=T_{11}=19=F_{8}-2 \\
\text { etc. } \\
T_{F_{n}-2}-T_{F_{n-2}-2}=F_{n}, \text { where } n \geqslant 6  \tag{2}\\
T_{F_{n}-2}=F_{n+1}-2+L_{n-12}, \text { where } n \geqslant 15 \tag{3}
\end{gather*}
$$

Solution by Paul S. Bruckman, Concord, CA
We first prove the following explicit formula for $T_{n}$ :

$$
\begin{equation*}
T_{n}=\left[\frac{13 n+12}{8}\right], n=0,1,2, \ldots \tag{1}
\end{equation*}
$$

Let $U_{n}=\left[\frac{13 n+12}{8}\right]$. We readily verify that $U_{n}=T_{n}$ for $0 \leqslant n \leqslant 7$. Also,

$$
U_{8 m+k}=\left[\frac{13(8 m+k)+12}{8}\right]=13 m+\left[\frac{13 k+12}{8}\right]=13 m+U_{k}
$$

Since $T_{n}$ and $U_{n}$ satisfy the same recursion and have the same initial values, thereby determining each sequence uniquely, they must coincide. This proves (1).

Next, we will prove the following formula:

$$
\begin{equation*}
T_{F_{n}-2}=F_{n+1}-2+\sum_{k=1}^{m} L_{n-12 k}, 3+12 m \leqslant n \leqslant 11+12 m \tag{2}
\end{equation*}
$$

(if $m=0$, the sum involving Lucas numbers is considered to vanish). Let

Then

$$
G_{n}=T_{F_{n}-2}
$$

or

$$
G_{n}=\left[\frac{13\left(F_{n}-2\right)+12}{8}\right]=\left[\frac{13 F_{n}-14}{8}\right]
$$

$$
\begin{equation*}
G_{n}=\left[\frac{13 F_{n}+2}{8}\right]-2 \tag{3}
\end{equation*}
$$

Now, using well-known Fibonacci and Lucas identities, it is easy to verify that, for all $n$,

$$
\begin{aligned}
& 13 F_{n}-8 F_{n+1}=F_{7} F_{n}-F_{6} F_{n+1}=F_{n-6} ; \\
& 13 F_{n}-8 F_{n+1}-8 L_{n-12}=F_{n-6}-8 L_{n-12}=F_{n-18} ; \\
& 13 F_{n}-8 F_{n+1}-8 L_{n-12}-8 L_{n-24}=F_{n-18}-8 L_{n-24}=F_{n-30} ;
\end{aligned}
$$

and, in general,

$$
\begin{equation*}
13 F_{n}=8 F_{n+1}+8 \sum_{k=1}^{m} L_{n-12 k}+F_{n-6-12 m} \quad \text { (the sum vanishing for } m=0 \text { ). } \tag{4}
\end{equation*}
$$

Substituting this expression into (3) yields:

$$
\begin{equation*}
G_{n}=F_{n+1}-2+\sum_{k=1}^{m} L_{n-12 k}+\left[\frac{F_{n-6-12 m}+2}{8}\right], \text { for all } m, n \geqslant 0 \tag{5}
\end{equation*}
$$

Let $N=n-6-12 m$. If $3+12 m \leqslant n \leqslant 11+12 m$, then $-3 \leqslant N \leqslant 5$. Hence,

$$
-1=F_{-2} \leqslant F_{N} \leqslant F_{5}=5 \Rightarrow 1 \leqslant F_{N}+2 \leqslant 7 \Rightarrow\left[\frac{F_{N}+2}{8}\right]=0
$$

Thus, for the range $3+12 m \leqslant n \leqslant 11+12 m$, the greatest integer term in (5) vanishes, and we are left with (2). It may further be shown that (2) is also valid for $n=12 m+1$ while, if $n=12 m$ or $12 m+2$, the formula should be reduced by 1 [i.e., the " 2 " should be replaced by " 3 " in (2)]. We may therefore obtain an expression which works for $a l l$ values of $n$ :

$$
\begin{equation*}
G_{n}=F_{n+1}-2-X_{n}+\sum_{k=1}^{m} L_{n-12 k} \text {, for all } n \geqslant 3 \tag{6}
\end{equation*}
$$

$$
\text { (to avoid negative indices for } T_{n} \text { ) }
$$

where

$$
X_{n}=\left\{\begin{array}{l}
1, \text { if } n \equiv 0 \text { or } 2(\bmod 12) ; \\
0, \text { otherwise; }
\end{array} \text { and } m=[n / 12]\right.
$$

As a matter of passing interest, we may observe that $X_{n}$ may be expressed in terms of familiar functions of $n$ :

$$
\begin{equation*}
X_{n}=[n / 12]-[(n-1) / 12]+[(n-2) / 12]-[(n-3) / 12] \tag{7}
\end{equation*}
$$

Furthermore, the sum in (6) may be simplified to the following expression:

$$
\begin{equation*}
\sum_{k=1}^{m} L_{n-12 k}=\frac{F_{6 m} L_{n-6-6 m}}{8} \tag{8}
\end{equation*}
$$

The formula in (6) corrects the misstatement of the problem's parts (1) and (3). Thus, part (1) is valid only for $3 \leqslant n \leqslant 11$ and part (3) only for $15 \leqslant n \leqslant 23$ and $n=13$.

Part (2) of the problem is also false in general. The correct statement of part (2) is as follows:

$$
\begin{equation*}
G_{n}-G_{n-2}=F_{n}-\theta_{n}+\sum_{k=1}^{m^{\prime}} L_{n-1-12 k} \tag{9}
\end{equation*}
$$

where

$$
n \geqslant 5 ; \theta_{n}=\left\{\begin{array}{c}
1, \text { if } n \equiv 1 \text { or } 4(\bmod 12) ; \\
-1, \text { if } n \equiv 0(\bmod 12) ; \\
0, \text { otherwise } ;
\end{array} \quad \text { and } m^{\prime}=[(n-1) / 12]\right.
$$

The derivation of (9) is a straightforward consequence of applying (6) and considering the possible residues of (mod 12). Remarks similar to those made after (6) may be made in conjunction with (9). Thus, we see that part (2) of the problem yields the correct formula only for $5 \leqslant n \leqslant 11$.

Also solved by $C$. Wall and the proposer.
Irrationality
H-328 Proposed by Verner E. Hoggatt, Jr., deceased (Vol. 19, no. 2, April 1981)

Let $\theta$ be a positive irrational number such that $1 / \theta+1 / \theta^{j+1}=1 \quad(j \geqslant 1$ and integer). Further, let $A_{n}=[n \theta]$ and $B_{n}=\left[n \theta^{j+1}\right]$ and $C_{n}=\left[n \theta^{j}\right]$.

Prove: (a) $A_{C_{n}}+1=B_{n}$
(b) $A_{C_{n}+1}-A_{C_{n}}=2$

$$
A_{m+1}-A_{m}=1 \quad\left(m \neq C_{k} \text { for any } k>0\right)
$$

(c) $B_{n}-n$ is the number of $A_{j}$ 's less than $B_{n}$.

Solution by Charles R. Wall, Trident Technical College, Charleston, SC
Since $1 / \theta+1 / \theta^{j+1}=1,1=\theta^{j}(\theta-1)$ and $1<\theta<2$ from elementary considerations.

Now, $n \theta^{j}-1<\left[n \theta^{j}\right] \leqslant n \theta^{j}$, but the second inequality must be strict, for if $n \theta^{j}=N$, an integer, then

$$
\theta=1+1 / \theta^{j}=1+n / N
$$

and the left side is irrational but the right side is rational, a contradiction. Thus, $n \theta^{j}-1<\left[n \theta^{j}\right]<n \theta^{j}$, and multiplying through by $\theta-1$ yields

$$
\begin{align*}
n-1<n+1-\theta=n \theta^{j}(\theta & -1)-(\theta-1) \\
& <\left[n \theta^{j}\right](\theta-1)<n \theta^{j}(\theta-1)=n \tag{*}
\end{align*}
$$

(a) Note that

$$
B_{n}=\left[n \theta^{j+1}\right]=\left[n\left(\theta^{j}+1\right)\right]=\left[n \theta^{j}+n\right]=\left[n \theta^{j}\right]+n
$$

Since $C_{n}=\left[n \theta^{j}\right]$, we have

$$
A_{C_{n}}=\left[\left[n \theta^{j}\right] \theta\right]=\left[\left[n \theta^{j}\right]+\left[n \theta^{j}\right](\theta-1)\right]=\left[n \theta^{j}\right]+n-1
$$

by (*). Therefore, $1+A_{C_{n}}=B_{n}$ as asserted.
(b) Since $A_{1}=1$, the claim that
is equivalent to

$$
A_{m+1}-A_{m}= \begin{cases}2, & \text { if } m=C_{k} \\ 1, & \text { otherwise }\end{cases}
$$

$$
C_{k}<m \leqslant C_{k+1} \text { iff } A_{m}=m+k
$$

a version we shall prove. Now,

$$
A_{m}-m=[m \theta]-m=[m(\theta-1)]=\left[m / \theta^{j}\right]
$$

Let $k=\left[m / \theta^{j}\right]$ :

$$
m=k \theta^{j}+r \text { with } 0 \leqslant r<\theta^{j}
$$

$$
\begin{gathered}
m-\theta^{j}<\left[m / \theta^{j}\right] \theta^{j}=k \theta^{j} \leqslant m \\
k \theta^{j} \leqslant m<(k+1) \theta^{j}
\end{gathered}
$$

iff
Taking integral parts, the last inequality is equivalent to

$$
C_{k}=\left[k \theta^{j}\right]<k \theta^{j} \leqslant m \leqslant\left[(k+1) \theta^{j}\right]=C_{k+1}
$$

which is to say $C_{k}<m \leqslant C_{k+1}$.
(c) In (a) we noted that $B_{n}-n=\left[n \theta^{j}\right]=C_{n}$. From (a), $1+A_{C_{n}}=B_{n}$, so $C_{n}=B_{n}-n$ is the number of $A^{\prime}$ 's less than $B_{n}$.

Also solved by P. Bruckman and the proposer.
E Gads
H-329 Proposed by Leonard Carlitz, Duke University, Durham, NC (Vol. 19, No. 2, April 1981)

Show that, for $s, t$ nonnegative integers,
(1) $e^{-x} \sum_{k} \frac{x^{k}}{k!}\binom{k}{s}\binom{k}{t}=\sum_{k} \frac{x^{s+t-k}}{k!(s-k)!(t-k)!}$.

More generally, show that

$$
\begin{equation*}
e^{-x} \sum_{k} \frac{x^{k}}{k!}\binom{k+\alpha}{s}\binom{k}{t}=\sum_{k} \frac{x^{s+t-k}}{(s-k)!t!}\binom{\alpha+t}{k} \tag{2}
\end{equation*}
$$

and
(3) $e^{-x} \sum_{k} \frac{x^{k}}{k!}\binom{k}{s}\binom{k+\beta}{t}=\sum_{k} \frac{x^{s+t-k}}{s!(t-k)!}\binom{\beta+s}{k}$.

Solution by the proposer.

$$
\begin{aligned}
e^{-x} \sum_{s, t=0} y^{s} z^{t} \sum_{k} \frac{x}{k!}\binom{k}{s}\binom{k}{t} & =e^{-x} \sum_{k=0}^{\infty} \frac{x^{k}}{k!}(1+y)^{k}(1+z)^{k}=e^{x y+x z+x y z} \\
& =\sum_{k, s, t=0}^{\infty} \frac{(x y z)^{k} y^{s} z^{t}}{k!s!t!} \\
& =\sum_{s, t=0}^{\infty} y^{s} z^{t} \sum_{k} \frac{x^{s+t-k}}{k!(s-k)!(t-k)!}
\end{aligned}
$$

Equating coefficients of $y^{s} z^{t}$, we get (1).
To prove (2), we take

$$
\begin{aligned}
e^{-x} \sum_{k} \frac{x^{k}}{k!}\binom{k+\alpha}{s}\binom{k}{t} & =e^{-x} \sum_{k} \frac{x^{k}}{k!} \sum_{i=0}^{s}\binom{\alpha}{i}\left(\begin{array}{cc}
k & -i
\end{array}\right)\binom{k}{t} \\
& =\sum_{i}\binom{\alpha}{i} e^{-x} \sum_{k} \frac{x^{k}}{k!}\left(\begin{array}{cc}
k & -i
\end{array}\right)\binom{k}{t}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{i}\binom{\alpha}{i} \sum_{k} \frac{x^{s+t-k-i}}{k!(s-k-i)!(t-k)!} \quad[\text { by (1)] } \\
& =\sum_{k} \frac{x^{s+t-k}}{(s-k)!} \sum_{i}\binom{\alpha}{i} \frac{1}{(k-i)!(t-k+i)!} \tag{*}
\end{align*}
$$

The inner sum is equal to

$$
\begin{aligned}
& \frac{1}{k!(t-k)!} \sum_{i} \frac{(-k)_{i}(-\alpha)_{i}}{i!(t-k+1)_{i}} \\
& \quad=\frac{1}{k!(t-k)!} \frac{(\alpha+t-k+1)_{k}}{(t-k+1)_{k}} \quad \text { (by Vandermonde's theorem) } \\
& \quad=\frac{1}{t!}\binom{\alpha+t}{k}
\end{aligned}
$$

Thus (*) becomes

$$
\sum_{k} \frac{x^{s+t-k}}{(s-k)!t!}\binom{\alpha+t}{k}
$$

which proves (2).
The proof of (3) is exactly the same.
REMARK: It does not seem possible to get a simple result for

$$
e^{-x} \sum_{k} \frac{x^{k}}{k!}\binom{k+\alpha}{s}\binom{k+\beta}{t}
$$

It can be proved that this is equal to the triple sum

$$
\sum_{i, j, k} \frac{x^{s+t-k}}{(k-i-j)!(s-k+j)!(t-k+i)!}\binom{\alpha}{i}\binom{\beta}{j}
$$

Also solved by P: Bruckman.

## 0 Rats

H-330 Proposed by Verner E. Hoggatt, Jr., deceased (Vol. 19, No. 4, October 1981)

If $\theta$ is a positive irrational number and $1 / \theta+1 / \theta^{3}=1, A_{n}=[n \theta$, $B_{n}=\left[n \theta^{3}\right], C_{n}=\left[n \theta^{2}\right]$, then prove or disprove:

$$
A_{n}+B_{n}+C_{n}=C_{B_{n}}
$$

Solution by Paul S. Bruckman, Sacramento, CA
The assertion is false, the first counterexample occurring for $n=13$. The equation defining $\theta$ is equivalent to the cubic: $\theta^{3}=\theta^{2}+1$, which has only one real solution:
(1) $\quad \theta=\frac{1}{3}(U+V+1)$, where $U=\left(\frac{1}{2}(29+3 \sqrt{93})\right)^{1 / 3}, V=\left(\frac{1}{2}(29-3 \sqrt{93})\right)^{1 / 3}$;
thus,
(2) $\theta \doteq 1.4655712, \theta^{2} \doteq 2.1478989, \theta^{3} \doteq 3.1478989$.

We find readily that $A_{13}=19, B_{13}=40, C_{13}=27, C_{B_{13}}=C_{40}=85$; thus

$$
A_{13}+B_{13}+C_{13}=86 \neq 85=C_{B_{13}} .
$$

It is conjectured that the assertion is true for infinitely many $n$, however. It is further conjectured that $C_{B_{n}}-\left(A_{n}+B_{n}+C_{n}\right)=0$ or 1 for all $n$, each occurrence occurring infinitely often, but with "zero" predominating. A proof of this conjecture was not attempted, since it was not required in the solution of the problem; it will probably depend upon the property that $\left(A_{n}\right)_{n=1}^{\infty}$ and $\left(B_{n}\right)_{n=1}^{\infty}$ partition the natural numbers, and moreover, $B_{n}=C_{n}+n$ (both properties readily proved). It is easy to show that

$$
\left|C_{B_{n}}-\left(A_{n}+B_{n}+C_{n}\right)\right| \leqslant 2 \text { for all } n
$$

the proof of which depends solely on the properties of the greatest integer function.

## Barely There

H-331 Proposed by Andreas N. Philippou, American Univ. of Beirut, Lebanon (Vol. 19, No. 4, October 1981)
For each fixed integer $k \geqslant 2$, define the $k$-Fibonacci sequence $\left\{f_{n}^{(k)}\right\}_{n=0}^{\infty}$ by $f_{0}^{(k)}=0, f_{1}^{(k)}=1$, and

$$
f_{n}^{(k)}= \begin{cases}f_{n-1}^{(k)}+\cdots+f_{0}^{(k)} & \text { if } 2 \leqslant n \leqslant k \\ f_{n-1}^{(k)}+\cdots+f_{n-k}^{(k)} & \text { if } n \geqslant k+1\end{cases}
$$

Letting $\alpha=(1+\sqrt{5}) / 2$, show:
(a) $f^{(k)}>\alpha^{n-2}$ if $n \geqslant 3$;
(b) $\left\{f^{(k)}\right\}_{n=2}^{\infty}$ has Schnirelmann density 0 .

Solution by Paul S. Bruckman, Sacramento, CA
We see that $f_{3}^{(k)}=2$ for all $k \geqslant 2$, and $f_{n}^{(k)} \geqslant F_{n}+1$ for all $k \geqslant 3$ and $n \geqslant 4$. Since $2>\alpha$ and $4>\alpha$, we see that (a) holds for $n=3$ and $n=4$. Also,

$$
45<49 \Rightarrow 3 \sqrt{5}<7 \Rightarrow 3 \sqrt{5}-5<2 \Rightarrow 5^{-1 / 2}>\frac{1}{2}(3-\sqrt{5})=1+\beta=\beta^{2}
$$

Therefore, if $n \geqslant 5$,

$$
\begin{aligned}
f_{n}^{(k)} \geqslant F_{n}+1 & =5^{-1 / 2}\left(\alpha^{n}-\beta^{n}\right)+1>\beta^{2}\left(\alpha^{n}-\beta^{n}\right)+1 \\
& =\alpha^{n-2}+1-\beta^{n+2}>\alpha^{n-2}
\end{aligned}
$$

Hence (a) is true for all $n \geqslant 3$. Q.E.D.
We recall the definition of the Schnirelmann density of a set $A$ of nonnegative integers. If $A(n)$ denotes the number of positive integers in $A$ that are less than or equal to $n$, then the Schnirelmann density $d(A)$ is given by: $d(A)=\inf _{n \geqslant 1} A(n) / n$.

Let $f^{(k)}=\left(f_{n}^{(k)}\right)_{n=0}^{\infty}$ and $A_{n}^{(k)}$ be the number of positive integers in $f^{(k)}$ that are $\leqslant n$. Since $f_{n}^{(k)} \geqslant f_{n}{ }^{2}$ for all $n$ and $k \geqslant 2$, it is clear that

$$
A_{n}^{(k)} \leqslant A_{n}^{(2)} ;
$$

hence $d\left(f^{(k)}\right) \leqslant d\left(f^{(2)}\right)$. It therefore suffices to show that $d\left(f^{(2)}\right)=0$.
Now $A_{1}^{(2)}=1$ and $\frac{1}{2} A_{2}^{(2)}=1$ (since $F_{2}=1, F_{3}=2$, and $f^{(2)}$ is an increasing sequence. Generally, it may be shown that

$$
A_{n}^{(2)}=\left[\frac{\log (1+n \sqrt{5})}{\log \alpha}\right]-1
$$

Therefore,

$$
\begin{gathered}
d\left(f^{(2)}\right)=\inf _{n \geqslant 1}\left\{n^{-1}\left(\left[\frac{\log (1+n \sqrt{5})}{\log \alpha}\right]-1\right)\right\} \leqslant \inf _{n \geqslant 1}\left\{n^{-1}\left(\frac{\log (1+n \sqrt{5})}{\log \alpha}-1\right)\right\} \\
\leqslant \inf _{n \geqslant 1}\left\{n^{-1} \frac{\log 2 n \alpha}{\log \alpha}\right\} \leqslant \inf _{n \geqslant 3}\left\{\frac{2}{\log \alpha} \cdot \frac{\log n}{n}\right\} .
\end{gathered}
$$

Note that $\log z / z$ is a decreasing function for $z \geqslant 3$ and approaches zero as $z \rightarrow \infty$ ( $z$ real). Hence,

$$
\inf _{z \geqslant 3}(\log z / z)=0
$$

It follows that $d\left(f^{(2)}\right)=0$. Q.E.D.
Also solved by the proposer.
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