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# FIBONACCI AND LUCAS CURVES 

A. F. HORADAM

University of New England, Armidale, Australia
A. G. SHANNON
N.S.W. Institute of Technology, Sydney, Australia
(Submitted February 1986)

1. INTRODUCTION

Define the recurrence-generated sequence $\left\{H_{n}\right\}$ for integers $n$ by

$$
\begin{equation*}
H_{n+2}=H_{n+1}+H_{n}, \quad H_{0}=2 b, \quad H_{1}=a+b \quad(n \geqslant 0) \tag{1.1}
\end{equation*}
$$

where $a$ and $b$ are arbitrary but are generally considered to be integers. Negative subscripts of $H$ can be included in an extended definition if necessary.

Using [2], equation ( $\delta$ ), we have, for the Binet form of this generalized sequence, mutatis mutandis,

$$
\begin{equation*}
H_{n}=\frac{A \alpha^{n}-B \beta^{n}}{\sqrt{5}} \tag{1.2}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\alpha=\frac{1+\sqrt{5}}{2}  \tag{1.3}\\
\beta=\frac{1-\sqrt{5}}{2}=-1 / \alpha
\end{array}\right.
$$

are the roots of

$$
\begin{equation*}
\lambda^{2}-\lambda-1=0 \tag{1.4}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
A=a+b \sqrt{5}  \tag{1.5}\\
B=a-b \sqrt{5}
\end{array}\right.
$$

From (1.2), it follows readily that

$$
\begin{equation*}
H_{n}=a F_{n}+b L_{n} \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{n}=\left(\alpha^{n}-\beta^{n}\right) / \sqrt{5} \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{n}=\alpha^{n}+\beta^{n} \tag{1.8}
\end{equation*}
$$

are the $n^{\text {th }}$ Fibonacci and $n^{\text {th }}$ Lucas numbers, respectively, occurring in (1.1), (1.2), and (1.6) when:

$$
\begin{array}{lll}
a=1, & b=0 & \text { for } F_{n} \\
a=0, & b=1 & \text { for } L_{n}
\end{array}
$$

The explicit expressions (1.7) and (1.8) are the Binet forms of $F_{n}$ and $L_{n}$. Following an idea of Wilson [5], we set
$x=\left\{A \alpha^{2 n}+B \cos (n-1) \pi\right\} / \sqrt{5} \alpha^{n}$
and

$$
\begin{equation*}
y=B \sin (n-1) \pi / \sqrt{5} \alpha^{n} \tag{1.9}
\end{equation*}
$$

which we now regard as Cartesian coordinates in a plane (though Wilson [6] expressed his notion in terms of polar coordinates).

Certain geometrical features relating to circles and rectangular hyperbolas were shown [3] to be consequences of (1.9) and (1.10). These features were extended to Pell numbers and Pell-Lucas numbers in [4].

Here we examine (1.9) and (1.10) in a rather different geometrical context.

## 2. GENERALIZED BINET FORMS

First, we generalize (1.9) and (1.10) from an integer exponent $n$ to a real exponent $\theta$ :

$$
\begin{align*}
& x=\left\{A \alpha^{2 \theta}+B \cos (\theta-1) \pi\right\} / \sqrt{5} \alpha^{\theta}  \tag{2.1}\\
& y=B \sin (\theta-1) \pi / \sqrt{5} \alpha^{\theta} \tag{2.2}
\end{align*}
$$

Expanding the trigonometrical components of (2.1) and (2.2), we find

$$
\begin{equation*}
x=\left\{A \alpha^{\theta}-B \alpha^{-\theta} \cos \theta \pi\right\} / \sqrt{5} \tag{2.3}
\end{equation*}
$$

and
$y=-B \alpha^{-\theta} \sin \theta \pi / \sqrt{5}$.
We will be particularly interested in the Fibonacci and Lucas aspects of (2.3). For the Fibonacci case $a=1, b=0$, so $A=B=1$, and (2.3) becomes, with (1.3),

$$
\begin{equation*}
x=\frac{\alpha^{\theta}-\alpha^{-\theta} \cos \theta \pi}{\sqrt{5}}=\left\{\alpha^{\theta}-(-1)^{\theta} \beta^{\theta} \cos \theta \pi\right\} / \sqrt{5} \tag{2.5}
\end{equation*}
$$

while for the Lucas case $a=0, b=1$, so $A=-B=\sqrt{5}$, and (2.3) reduces to

$$
\begin{equation*}
x=\alpha^{\theta}+(-1)^{\theta} \beta^{\theta} \cos \theta \pi \tag{2.6}
\end{equation*}
$$
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When $\theta$ is an integer $n$, (2.5) and (2.6) simplify to the Binet forms (1.7) and (1.8), respectively. Therefore, we are justified in referring to (2.5) and (2.6) as the generalized Binet forms of $F_{n}$ and $L_{n}$, i.e., the Binet forms of $F_{\theta}$ and $L_{\theta}$.

It is the object of this paper to consider, inter alia, the locus generated by the parametric equations (2.3) and (2.4). Efforts to express the equation of this locus in Cartesian form, i.e., to eliminate the parameter $\theta$, have not met with success.

From (2.4) we have

$$
\begin{equation*}
\frac{d y}{d \theta}=\frac{B \alpha^{-\theta}}{\sqrt{5}}(\log \alpha \sin \theta \pi-\pi \cos \theta \pi) \tag{2.7}
\end{equation*}
$$

while from (2.3)

$$
\begin{equation*}
\frac{d x}{d \theta}=\frac{\alpha^{-\theta}}{\sqrt{5}}\left\{A \alpha^{2 \theta} \log \alpha+B(\log \alpha \cos \theta \pi+\pi \sin \theta \pi)\right\} \tag{2.8}
\end{equation*}
$$

whence

$$
\begin{equation*}
\frac{d y}{d x}=\frac{B(\log \alpha \sin \theta \pi-\pi \cos \theta \pi)}{A \alpha^{2 \theta} \log \alpha+B(\log \alpha \cos \theta \pi+\pi \sin \theta \pi)}=0 \tag{2.9}
\end{equation*}
$$

when

$$
\begin{equation*}
\tan \theta \pi=\frac{\pi}{\log \alpha} \quad(\div 6.53 \text { to two decimal places }) \tag{2.10}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\theta \pi \doteqdot 81^{\circ} 18^{\prime} \text { from tables, } \tag{2.11}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\theta \doteqdot 0.45 \quad\left(\doteqdot 26^{\circ} \text { in degree measure }\right) \tag{2.12}
\end{equation*}
$$

Thus, the stationary points on the curve occur when

$$
\begin{equation*}
\tan (\theta-m) \pi=\frac{\pi}{\log \alpha} \quad(m \text { an integer }), \tag{2.13}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\theta=\frac{1}{\pi} \tan ^{-1}\left(\frac{\pi}{\log \alpha}\right)+m \tag{2.14}
\end{equation*}
$$

The nature of these stationary points, i.e., whether they yield maxima or minima, can be determined by the usual elementary methods.

Next, we discover the locus of the stationary points.
Write

$$
\begin{equation*}
\sin (\theta-m) \pi=k \pi \quad \text { i.e., } \sin \theta \pi= \pm k \pi \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos (\theta-m) \pi=k \log \alpha \quad \text { i.e., } \cos \theta \pi= \pm k \log \alpha, \tag{2.16}
\end{equation*}
$$
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where

$$
\begin{equation*}
k=\left(\pi^{2}+\log ^{2} \alpha\right)^{-1 / 2} \quad(\doteqdot 3.2) \tag{2.17}
\end{equation*}
$$

Because $\sin \theta \pi$ and $\cos \theta \pi$ (and therefore $\theta$ ) now have specified numerical values for the stationary points, we can eliminate $\alpha \theta$ from (2.3) and (2.4).

Substitute from (2.15) and (2.16) in (2.3) and (2.4) to obtain

$$
\begin{align*}
& \sqrt{5} x \cdot \mp \frac{B k \pi}{\sqrt{5} y}=\frac{A B^{2} k^{2} \pi^{2}}{5 y^{2}} \mp B k \log \alpha \\
& y^{2}-\frac{\pi}{\log \alpha} x y=\frac{ \pm A B k \pi^{2}}{5 \log \alpha} \tag{2.18}
\end{align*}
$$

i.e., the branch in the first quadrant of the hyperbola,

$$
\begin{equation*}
y^{2}-\frac{\pi}{\log \alpha} x y=\frac{A B k \pi^{2}}{5 \log \alpha}, \tag{2.19}
\end{equation*}
$$

and the branch in the fourth quadrant of the conjugate hyperbola,

$$
\begin{equation*}
y^{2}-\frac{\pi}{\log \alpha} x y=-\frac{A B k \pi^{2}}{5 \log \alpha} \tag{2.20}
\end{equation*}
$$

Common asymptotes of these two hyperbolas are

$$
\begin{equation*}
y=0, \quad y=\frac{\pi}{\log \alpha} x \tag{2.21}
\end{equation*}
$$

The oblique asymptote $y=\frac{\pi}{\log \alpha} x$ has gradient $81^{\circ} 18^{\prime}$ (approx.) by (2.10) and (2.11).

Of course, there are infinitely many points on (2.18) which do not satisfy (2.10), i.e., which are not stationary points. Therefore, the loci (2.18) are lacunary.

Inflections on the parametric curve (2.1) and (2.2) are given by the vanishing of $\frac{d^{2} y}{d x^{2}}$. Differentiating (2.9) a second time, we get

$$
\begin{align*}
\frac{d^{2} y}{d x^{2}} & =\frac{d}{d \theta}\left(\frac{d y}{d x}\right) \frac{d \theta}{d x}  \tag{2.22}\\
& =\frac{\left[A \alpha^{2 \theta} \log \alpha\left(3 \pi \log \alpha \cos \theta \pi+\left(\pi^{2}-2 \log ^{2} \alpha\right) \sin \theta \pi\right)+B \pi k^{2}\right] \sqrt{5} \alpha^{\theta}}{\left\{A \alpha^{2 \theta} \log \alpha+B(\log \alpha \cos \theta \pi+\pi \sin \theta \pi)\right\}^{3}}
\end{align*}
$$

after some simplification.
Inflections are then given by those values of $\theta$ for which

$$
\begin{equation*}
A \alpha^{2 \theta} \log \alpha\left(3 \pi \log \alpha \cos \theta \pi+\left(\pi^{2}-2 \log ^{2} \alpha\right) \sin \theta \pi\right)+B \pi k^{2}=0 \tag{2.23}
\end{equation*}
$$

To test for maxima and minima, use (2.15)-(2.17), keeping in mind that $\pi \cos \theta \pi=\log \alpha \sin \theta \pi$.

Then, at the stationary points (letting the variable $\theta$ be replaced by constants $\theta$ ), we find that the left-hand side of (2.23) is, after tidying up,

$$
\begin{equation*}
k^{2} \pi\left\{A \alpha^{2 \theta} \log \alpha_{\cdot} \pm k^{-3}+B\right\} \tag{2.24}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
k^{2} \pi\left\{ \pm k^{-3} \alpha^{2 \theta} \log \alpha+1\right\} \tag{2.25}
\end{equation*}
$$

in the Fibonacci case, and

$$
\begin{equation*}
\frac{k^{2} \pi}{\sqrt{5}}\left\{ \pm k^{-3} \alpha^{2 \theta} \log \alpha-1\right\} \tag{2.26}
\end{equation*}
$$

in the Lucas case.
If the numerical values of $\theta$ are known, the nature of the turning points may be determined from (2.25) and (2.26). Note that $k^{-3} \alpha^{\theta} \log \alpha$ is always positive.

No obviously derived differential equation satisfies (3.3) and (3.4) for the curve.

Finally, if we rewrite (2.3) and (2.4) as

$$
\begin{equation*}
x(\theta)=\left(A \alpha^{\theta}+(-1)^{\theta-1} B \beta^{\theta} \cos \theta \pi\right) / \sqrt{5} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
y(\theta)=c(-1)^{\theta-1} \beta^{\theta} \sin \pi \tag{2.4}
\end{equation*}
$$

(on putting $c=B / \sqrt{5}$ temporarily), we can see from the tables that the recurrence relation (1.1) is, in effect, satisfied as

$$
\begin{equation*}
x(\theta)=x(\theta-1)+x(\theta-2) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
y(\theta)=y(\theta-1)+y(\theta-2) \tag{2.4}
\end{equation*}
$$

The proofs follow. We have

$$
\begin{aligned}
x(\theta-1) & =\left(A \alpha^{\theta-1}+(-1)^{\theta-2} B \beta^{\theta-1} \cos (\theta-1) \pi\right) / \sqrt{5} \\
& =\left(A \alpha^{\theta-1}+(-1)^{\theta-1} B \beta^{\theta-1} \cos \theta \pi\right) / \sqrt{5} \\
x(\theta-2)= & \left(A \alpha^{\theta-2}+(-1)^{\theta-3} B \beta^{\theta-2} \cos (\theta-2) \pi\right) / \sqrt{5} \\
= & \left(A \alpha^{\theta-2}+(-1)^{\theta-1} B \beta^{\theta-2} \cos \theta \pi\right) / \sqrt{5} \\
x(\theta-1)+x(\theta-2) & =\left(A \alpha^{\theta-2}(\alpha+1)+(-1)^{\theta-1} B \beta^{\theta-2}(\beta+1) \cos \theta \pi\right) / \sqrt{5} \\
& =\left(A \alpha^{\theta}+(-1)^{\theta-1} B \beta^{\theta} \cos \theta \pi\right) / \sqrt{5}=x(\theta)
\end{aligned}
$$

as required, since $\alpha, \beta$ satisfy (1.4).
Similarly,

$$
\begin{aligned}
& y(\theta-1)=c(-1)^{\theta-2} \beta^{\theta-1} \sin (\theta-1) \pi=c(-1)^{\theta-1} \beta^{\theta-1} \sin \theta \pi \\
& y(\theta-2)=c(-1)^{\theta-3} \beta^{\theta-2} \sin (\theta-2) \pi=c(-1)^{\theta-1} \beta^{\theta-2} \sin \theta \pi
\end{aligned}
$$

and

$$
\begin{aligned}
y(\theta-1)+y(\theta-2) & =c(-1)^{\theta-1} \beta^{\theta-2}(\beta+1) \sin \theta \pi \\
& =c(-1)^{\theta-1} \beta^{\theta} \sin \theta \pi \quad \text { since } \beta \text { satisfies }(1.4) \\
& =y(\theta) .
\end{aligned}
$$

Thus, it has been demonstrated that the parametric forms (2.3)" and (2.4)" do indeed satisfy recurrence relation (1.1).

We need this assurance to preserve the continuity of our curves in Figures 1,2 , and 3 , which we now examine.

## 3. THE FIBONACCI CURVE

Table 1 sets out the values of $x$ in (2.5), and $y$ in (2.2) where $B=1$, for the Fibonacci case $a=1, b=0$, when we proceed to increase $\theta$ by multiples of 0.2 .

Table 1. The Fibonacci Curve

| $\theta$ | $x$ | $y$ | $\theta$ | $x$ |  |  |  | $y$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
| 1 | 1 | 0 |  |  |  |  |  |  |
| 1.2 | 0.999799314 | 0.14755316 | 6 | 8.000000000 | 0 |  |  |  |
| 1.4 | 0.947853586 | 0.216839615 | 6.2 | 8.817334649 | -0.013304890 |  |  |  |
| 1.6 | 0.901827097 | 0.196943249 | 6.4 | 9.721923304 | -0.019552416 |  |  |  |
| 1.8 | 0.911232402 | 0.110549283 | 6.6 | 10.71685400 | $-9.96822 \mathrm{E}-03$ |  |  |  |
| 2 | 1 | 0 | 6.8 | 11.80690074 | $-9.96822 \mathrm{E}-03$ |  |  |  |
| 2.2 | 1.163587341 | -0.091192868 | 7 | 13.00000000 | 0 |  |  |  |
| 2.4 | 1.375792509 | -0.134014252 | 7.2 | 14.3076953 | $8.22286 \mathrm{E}-03$ |  |  |  |
| 2.6 | 1.602274541 | -0.121717622 | 7.4 | 15.744608 | 0.012084058 |  |  |  |
| 2.8 | 1.814640707 | -0.068323214 | 7.6 | 17.32733182 | 0.010975271 |  |  |  |
| 3 | 2.000000000 | 0 | 7.8 | 19.07328767 | $6.16070 \mathrm{E}-03$ |  |  |  |
| 3.2 | 2.16338655 | 0.056360292 | 8 | 21.00000000 | 0 |  |  |  |
| 3.4 | 2.323446095 | 0.082825363 | 8.2 | 23.12502995 | $-5.08200 \mathrm{E}-03$ |  |  |  |
| 3.6 | 2.504101639 | 0.075225627 | 8.4 | 25.4665313 | $-7.46836 \mathrm{E}-03$ |  |  |  |
| 3.8 | 2.725873109 | 0.042226069 | 8.6 | 28.04418582 | $-6.78309 \mathrm{E}-03$ |  |  |  |
| 4 | 3.000000000 | 0 | 8.8 | 30.8801884 | $-3.80752 \mathrm{E}-03$ |  |  |  |
| 4.2 | 3.326973997 | -0.034832576 | 9 | 34.00000000 | 0 |  |  |  |
| 4.4 | 3.699238605 | -0.051188889 | 9.2 | 37.43272525 | $3.14085 \mathrm{E}-03$ |  |  |  |
| 4.6 | 4.10637618 | -0.046491995 | 9.4 | 41.21113931 | $4.611570 \mathrm{E}-03$ |  |  |  |
| 4.8 | 4.540513816 | -0.026097146 | 9.6 | 45.37151764 | $4.19218 \mathrm{E}-03$ |  |  |  |
| 5 | 5.000000000 | 0 | 9.8 | 49.953447608 | $2.35318 \mathrm{E}-03$ |  |  |  |
| 5.2 | 5.490360652 | 0.021527716 | 10 | 55.00000000 | 0 |  |  |  |
| 5.4 | 6.022684699 | 0.031636473 |  |  |  |  |  |  |
| 5.6 | 6.610477819 | 0.028733633 |  |  |  |  |  |  |
| 5.8 | 7.266386925 | 0.016128923 |  |  |  |  |  |  |

Figure 1 shows the computer-drawn graph corresponding to the data in Table 1. We may call it the Fibonacci curve.


Figure 1. The Fibonacci Curve

Using (2.19) and (2.20) with $A=B=1$ for the Fibonacci curve, we see that the locus of the stationary points is the appropriate branches of the hyperbolas

$$
y^{2}-\frac{\pi}{\log \alpha} x y= \pm \frac{k \pi^{2}}{5 \log \alpha}
$$

From the observed stationary points on the plotted curve, one can visualize the need for a slight deviation (about $8.3^{\circ}$ ) from $x=0$ of the "vertical" asymptote [refer to (2.11) and (2.21)]. The stationary points of the Fibonacci curve approach $y=0$ asymptotically at a very quick rate (of necessity, since, in (2.2), $\alpha \theta \rightarrow \infty$ rather rapidly as $\theta \rightarrow \infty$ ).

It is interesting to compare details of our Table 1 with similar figures given by Halsey [1]. See Table 2, in which the numbers in the first column for $F_{n}$ are Halsey's and those in the second column for $F_{n}$ are ours (to the same number of decimal places).

Starting from a quantity $n \Delta^{m}$ (read " $n$ delta-slash $m^{\prime \prime}$ ) which he defined for integers $m, n \geqslant 1$ and using the Pascal triangle generation of Fibonacci numbers (the elements of the Pascal triangle being expressed in terms of $n \Delta^{m}$ for various $n$ and $m$ ), Halsey [1] established the following nice results:

$$
\begin{align*}
& F_{n}=\sum_{k=0}^{m}(n-2 k) \Delta^{k} \quad\left(\frac{n}{2}-1 \leqslant m \leqslant \frac{n}{2}\right)  \tag{3.1}\\
& n \Delta^{m}=\binom{n+m-1}{m}  \tag{3.2}\\
& n \Delta^{m}=\left[(n+m) \int_{0}^{1} x^{n-1}(1-x)^{m} d x\right]^{-1} \tag{3.3}
\end{align*}
$$

$$
\begin{gather*}
\text { FIBONACCI AND LUCAS CURVES } \\
F_{\theta}=\sum_{k=0}^{m}\left[(\theta-k) \int_{0}^{1} x^{\theta-2 k-1}(1-x)^{k} d x\right]^{-1} \quad\left(\frac{\theta}{2}-1 \leqslant m \leqslant \frac{\theta}{2}\right) . \tag{3.4}
\end{gather*}
$$

where $\theta$ is real.
Table 2

| $\theta$ | $F_{\theta}$ | $F_{\theta}$ |
| :--- | :--- | :--- |
| 2 | 1 | 1 |
| 2.2 | 1.2 | 1.2 |
| 2.4 | 1.4 | 1.4 |
| 2.6 | 1.6 | 1.6 |
| 2.8 | 1.8 | 1.8 |
| 3 | 2 | 2 |
| 3.2 | 2.2 | 2.2 |
| 3.4 | 2.4 | 2.3 |
| 3.6 | 2.6 | 2.5 |
| 3.8 | 2.8 | 2.7 |
| 4 | 3 | 3 |
| 4.2 | 3.32 | 3.33 |
| 4.4 | 3.68 | 3.70 |
| 4.6 | 4.08 | 4.11 |
| 4.8 | 4.52 | 4.54 |
| 5 | 5 | 5 |
| 5.2 | 5.52 | 5.49 |
| 5.4 | 6.08 | 6.02 |
| 5.6 | 6.68 | 6.61 |
| 5.8 | 7.32 | 7.27 |
| 6 | 8 | 8 |

To obtain the definite integral expressions, Halsey had recourse to basic properties of Beta functions and Gamma functions. It might be noted, as Halsey observed, that the Gamma function "extends the concept of factorials to numbers that are not integers," e.g., $\left(\frac{1}{2}\right)!=\sqrt{\pi} / 2$. In this spirit, he extended the theory of Fibonacci numbers to noninteger values.

## 4. THE LUCAS CURVE

Table 3 lists the values of $x$ in (2.5), and $y$ in (2.2) where $B=-\sqrt{5}$, for the Lucas case $a=0, b=1$, when we increase $\theta$ by multiples of 0.2 .

Figure 2 shows the computer-drawn graph corresponding to the data in Table 3. We may call it the Lucas curve.

As in the case of the Fibonacci curve, the locus of the stationary points on the Lucas curve, for which $A=-B=\sqrt{5}$, is the appropriate branches of the hyperbolas
[Feb.

FIBONACCI AND LUCAS CURVES

Table 3. The Lucas Curve

| $\theta$ | $x$ | $y$ | $\theta$ | $x$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 6 | 18.00000002 | 0 |
| 1.2 | 1.327375368 | -0.329938896 | 6.2 | 19.79805597 | 0.029750572 |
| 1.4 | 1.803931433 | -0.484868119 | 6.4 | 21.76729273 | 0.043720531 |
| 1.6 | 2.302721986 | -0.440378493 | 6.6 | 23.93780966 | 0.039708904 |
| 1.8 | 2.718049012 | -0.247195712 | 6.8 | 26.33967462 | 0.022289623 |
| 2 | 3 | 0 | 7 | 29.00000003 | 0 |
| 2.2 | 3.16318597 | 0.203913452 | 7.2 | 31.94236463 | -0.018386864 |
| 2.4 | 3.271099682 | 0.299664977 | 7.4 | 35.18845465 | -0.027020774 |
| 2.6 | 3.405928737 | 0.272168877 | 7.6 | 38.76103987 | -0.024541452 |
| 2.8 | 3.637105513 | 0.152775352 | 7.8 | 42.6870892 | -0.013775745 |
| 3 | 4.000000002 | 0 | 8 | 47.00000006 | 0 |
| 3.2 | 4.49056134 | -0.126025444 | 8.2 | 51.74042062 | 0.011363707 |
| 3.4 | 5.075031117 | -0.185203141 | 8.4 | 56.95574739 | 0.016699757 |
| 3.6 | 5.708650725 | -0.168209616 | 8.6 | 62.69884954 | 0.015167452 |
| 3.8 | 6.355154527 | -0.094420360 | 8.8 | 69.02676384 | $8.51388 \mathrm{E}-03$ |
| 4 | 7.000000004 | 0 | 9 | 76.0000001 | 0 |
| 4.2 | 7.653747312 | 0.077888006 | 9.2 | 83.68278528 | $-7.02316 \mathrm{E}-03$ |
| 4.4 | 8.3461308 | 0.114461836 | 9.4 | 92.14420207 | -0.010321017 |
| 4.6 | 9.114579464 | 0.103959260 | 9.6 | 101.4598894 | $-9.37400 \mathrm{E}-03$ |
| 4.8 | 9.992260042 | 0.058354992 | 9.8 | 111.713853 | $-5.26187 \mathrm{E}-03$ |
| 5 | 11 | 0 | 10 | 123.0000002 | 0 |
| 5.2 | 12.14430866 | -0.048137436 |  |  |  |
| 5.4 | 13.42116192 | -0.070741305 |  |  |  |
| 5.6 | 14.82323019 | -0.064250356 |  |  |  |
| 5.8 | 16.34641457 | -0.036065368 |  |  |  |



Again, for the Lucas curve, the skewness (obliqueness) of the "vertical" asymptote is visually apparent.

## FIBONACCI AND LUCAS CURVES

Halsey [1] has no formulas for the Lucas numbers corresponding to those for the Fibonacci numbers, i.e., (3.1) and (3.4). This is because the Pascal triangle generates the Fibonacci numbers but not the Lucas numbers. However, as is well known,

$$
\begin{equation*}
L_{n}=F_{n+1}+F_{n-1} \tag{4.1}
\end{equation*}
$$

for integers. This carries over to real number subscripts, e.g., from Tables 1 and 3,

$$
\begin{aligned}
F_{7.8}+F_{9.8} & =69.026763 \ldots \quad \text { (to } 6 \text { decima1 places) } \\
& =L_{8.8} .
\end{aligned}
$$

On this basis, one could combine $F_{\theta+1}$ and $F_{\theta-1}$ from (3.4) to obtain an integral expression for $L_{\theta}$.

## 5. THE $H$ CURVES

Putting $a=b=1$ (i.e., $A=2 \alpha, B=2 \beta$ ) in (1.5), we have, from (1.6),

$$
\begin{aligned}
H_{n} & =F_{n}+L_{n} \\
& =F_{n+1}-F_{n-1}+F_{n+1}+F_{n-1} \quad \text { by definition of } F_{n} \text { and }(4.1) \\
& =2 F_{n+1} .
\end{aligned}
$$

Hence, a composite curve for $F_{\theta}+L_{\theta}$ is equivalent to the Fibonacci curve for $2 F_{\theta+1}$. This $H$-curve $(\alpha=1, b=1)$ is drawn in Figure 3, where it is to be compared with the Fibonacci and Lucas curves in Figures 1 and 2, respectively.


Figure 3 might be taken as an illustration of the conclusion by Stein [5] regarding the intersection of Fibonacci sequences, e.g.,

$$
\begin{aligned}
\left\{F_{n}\right\} \cap\left\{L_{n}\right\} & =1,3 \\
\left\{F_{n}\right\} \cap\left\{F_{n}+L_{n}\right\} & =2 \\
\left\{L_{n}\right\} \cap\left\{F_{n}+L_{n}\right\} & =4
\end{aligned}
$$

Further, from (1.6),

$$
\begin{aligned}
H_{n} & =a F_{n}+b F_{n-1}+b F_{n+1} & & \text { by (4.1) } \\
& =a F_{n}+b F_{n-1}+b F_{n}+b F_{n-1} & & \text { by definition of } F_{n} \\
& =(a+b) F_{n}+2 b F_{n-1} & & \\
& =p F_{n}+q F_{n-1} & &
\end{aligned}
$$

where

$$
\begin{aligned}
p & =a+b, & & q \\
& =H_{1} & & =H_{0} \quad \text { as in (1.1). }
\end{aligned}
$$
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# A NOTE ON THE GENERALIZED FIBONACCI NUMBERS 

J|N-ZA| LEE<br>Dept. of Computer Science, Soochow University, Taipei, Taiwan, R.O.C. JIA-SHENG LEE<br>Graduate Institute of Management Sciences, Tamkang University and<br>National Taipei Business College, Taipei, Taiwan, R.O.C.<br>(Submitted March 1986)<br>1. INTRODUCTION

This note is an extension of the results of $L$. Carlitz [1] concerning the problem of the multiple generating functions of $F_{k}$ and $L_{k}$, where $F_{k}$ and $L_{k}$ are the $k^{\text {th }}$ Fibonacci and Lucas numbers, respectively. Our proofs are very similar to those given by Carlitz [1]. Notation and content of [3] are assumed, when required.

Consider the sequence of numbers $W_{n}$ defined by the second-order recurrence relation

$$
\begin{equation*}
W_{n+2}=p W_{n+1}-q W_{n}, \text { with } W_{0}=a \text { and } W_{1}=b, \tag{1}
\end{equation*}
$$

i.e.,

$$
W_{n}=W_{n}(a, b ; p, q)
$$

where $a, b, p$, and $q$ are real numbers, usually integers.
From [2] and [3], we have

$$
\begin{equation*}
W_{n}=A \alpha^{n}+B \beta^{n} \tag{2}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\alpha=(p+d) / 2, \beta=(p-d) / 2, d=\left(p^{2}-4 q\right)^{1 / 2},  \tag{3}\\
A=(b-\alpha \beta) / d, B=(\alpha \alpha-b) / d .
\end{array}\right.
$$

Standard methods enable us to derive the following generating function for $\left\{W_{n}\right\}$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} W_{n} x^{n}=\{a+(b-a p) x\} /\left(1-p x+q x^{2}\right) \tag{4}
\end{equation*}
$$

## 2. MAIN RESULTS

Define

$$
\left\{\begin{aligned}
& C_{W}\left(x_{1}, \ldots, x_{m}\right)=\prod_{j=1}^{m}\left(1-q x_{j}\right)\left(1-V_{2} x_{j}+q^{2} x_{j}^{2}\right), \\
& W_{1}\left(x_{1}, \ldots, x_{m} ; k\right)=A \alpha^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \alpha x_{j}\right)\left(1-\beta^{2} x_{j}\right) \\
&+B \beta^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \beta x_{j}\right)\left(1-\alpha^{2} x_{j}\right), \\
& W_{2}\left(x_{1}, \ldots, x_{m} ; k\right)=\alpha^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \alpha x_{j}\right)\left(1-\beta^{2} x_{j}\right) \\
&+\beta^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \beta x_{j}\right)\left(1-\alpha^{2} x_{j}\right),
\end{aligned}\right.
$$

where $V_{n}=W_{n}(2, p ; p, q)$. That is, $V_{0}=2, V_{1}=p, V_{2}=p^{2}-2 q, \ldots$.

$$
\begin{aligned}
\text { Theorem 1: } & \sum_{n_{1}}^{\infty}, \ldots, n_{m}=0 \\
& W_{n_{1}}+\ldots+n_{m}+k W_{n_{1}} \ldots W_{n_{m}} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}} \\
& =W_{1}\left(x_{1}, \ldots, x_{m} ; k\right) / C_{W}\left(x_{1}, \ldots, x_{m}\right)
\end{aligned}
$$

Proof: $\quad \sum_{n_{1}}^{\infty}, \ldots, n_{m}=0$ $W_{n_{1}}+\cdots+n_{m}+k W_{n_{1}} \ldots W_{n_{m}} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}$
$=\sum_{n_{1}, \ldots, n_{m}=0}^{\infty}\left(A \alpha^{n_{1}+\cdots+n_{m}+k}+B B^{n_{1}+\cdots+n_{m}+k}\right) W_{n_{1}} \ldots W_{n_{m}} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}$, by (2)
$=A \alpha^{k} \sum_{n_{1}}, \ldots, n_{m}=0, W_{n_{1}} \ldots W_{n_{m}}\left(\alpha x_{1}\right)^{n_{1}} \ldots\left(\alpha x_{m}\right)^{n_{m}}$

$$
+B \beta_{n_{1}}^{k}, \ldots, n_{m}=0 \text { } W_{n_{1}} \ldots W_{n_{m}}\left(\beta x_{1}\right)^{n_{1}} \ldots\left(\beta x_{m}\right)^{n_{m}}
$$

$=A \alpha^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \alpha x_{j}\right) /\left(1-p \alpha x_{j}+q \alpha^{2} x_{j}^{2}\right)$ $+B \beta^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \beta x_{j}\right) /\left(1-p \beta x_{j}+q \beta^{2} x_{j}^{2}\right)$, by (4)
$=A \alpha^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \alpha x_{j}\right) /\left\{\left(1-\alpha^{2} x_{j}\right)\left(1-\alpha \beta x_{j}\right)\right\}$

$$
+B \beta^{k} \cdot \prod_{j=1}^{m}\left(\alpha+(b-\alpha p) \beta x_{j}\right) /\left\{\left(1-\beta^{2} x_{j}\right)\left(1-\alpha \beta x_{j}\right)\right\}, \text { by (3) }
$$

$=W_{1}\left(x_{1}, \ldots, x_{m} ; k\right) / C_{W}\left(x_{1}, \ldots, x_{m}\right)$.

Using a method similar to that used for Theorem 1 , we have
Theorem 2: $\sum_{n_{1}}, \ldots, n_{m}=0, V_{n_{1}}+\cdots+n_{m}+k^{W_{1}} \ldots W_{n_{m}} x_{1}^{n_{1}} \ldots x_{m}^{n_{m}}$

$$
=W_{2}\left(x_{1}, \ldots, x_{m} ; k\right) / C_{W}\left(x_{1}, \ldots, x_{m}\right)
$$

Taking $m=2$ in Theorems 1 and 2, we obtain

Corollary 1: $\sum_{m, n=0}^{\infty} W_{m+n+k} W_{m} W_{n} x^{m} y^{n}=W_{1}(x, y ; k) / C_{W}(x, y)$
and

$$
\sum_{m, n=0}^{\infty} V_{m+n+k} W_{m} W_{n} x^{m} y^{n}=W_{2}(x, y ; k) / C_{W}(x, y),
$$

where

$$
\begin{aligned}
C_{W}(x, y)=(1 & -q x)(1-q y)\left(1-V_{2} x+q^{2} x^{2}\right)\left(1-V_{2} y+q^{2} y^{2}\right), \\
W_{1}(x, y ; k)= & a^{2} W_{k}+a\left((b-a p) W_{k+1}-a q^{2} W_{k-2}\right)(x+y) \\
& -a(b-\alpha p) q^{2} W_{k-1}(x+y)^{2}+\left((b-a p)^{2} W_{k+2}+a^{2} q^{4} W_{k-4}\right) x y \\
& +(b-a p)\left(a q^{4} W_{k-3}-(b-a p) q^{2} W_{k}\right) x y(x+y) \\
& +(b-a p)^{2} q^{4} W_{k-2} x^{2} y^{2}, \\
W_{2}(x, y ; k)= & a^{2} V_{k}+a\left((b-a p) V_{k+1}-a q^{2} V_{k-2}\right)(x+y) \\
& -a(b-a p) q^{2} V_{k-1}(x+y)^{2}+\left((b-a p)^{2} V_{k+2}+a^{2} q^{4} V_{k-4}\right) x y \\
& +(b-a p)\left(a q^{4} V_{k-3}-(b-a p) q^{2} V_{k}\right) x y(x+y) \\
& +(b-a p)^{2} q^{4} V_{k-2} x^{2} y^{2} .
\end{aligned}
$$

Taking $k=0$ in Corollary 1, we derive

Corollary 2: $\sum_{m, n=0}^{\infty} W_{m+n} W_{m} W_{n} x^{m} y^{n}=W_{1}(x, y ; 0) / C_{W}(x, y)$
and $\quad \sum_{m, n=0}^{\infty} V_{m+n} W_{m} W_{n} x^{m} y^{n}=W_{2}(x, y ; 0) / C_{W}(x, y)$,
where

$$
\begin{aligned}
W_{1}(x, y ; 0)= & a^{3}+a\left(b^{2}-a^{2}\left(p^{2}-q\right)\right)(x+y)+a(b-a p)^{2} q(x+y)^{2} \\
& +\left((b-a p)^{2}(b p-a q)+a^{3}\left(p^{4}-3 p^{2} q+q^{2}\right)\right. \\
& \left.-a^{2} b\left(p^{3}-2 p q\right)\right) x y+a q(b-a p)\left(a p\left(p^{2}-q\right)\right. \\
& \left.-b\left(p^{2}-2 q\right)\right) x y(x+y)+(b-a p)^{2} q^{2}\left(a\left(p^{2}-q\right)-b p\right) x^{2} y^{2} \\
W_{2}(x, y ; 0)= & 2 a^{2}+a\left(b p-2 \alpha\left(p^{2}-q\right)\right)(x+y)-\alpha(b-a p) p q(x+y)^{2} \\
& +\left((b-a p)^{2}\left(p^{2}-2 q\right)+a^{2}\left(p^{4}-4 p^{2} q+2 q^{2}\right)\right) x y \\
& +q(b-a p)\left(a\left(p^{3}-3 p q\right)-2 q(b-a p)\right) x y(x+y) \\
& +(b-a p)^{2} q^{2}\left(p^{2}-2 q\right) x^{2} y^{2} .
\end{aligned}
$$

Obviously, all formulas of §2 in [1] are special cases of Theorems 1 and 2 and Corollaries 1 and 2 since $F_{n}=W_{n}(0,1 ; 1,-1)$ and $L_{n}=W_{n}(2,1 ; 1,-1)$. Note that (2.2), (2.3), and (2.8) of [1] are misprinted.

Taking $m=3$ and $k=0$ in Theorems 1 and 2 , we have
Corollary 3: $\sum_{m, k=0}^{\infty} W_{m+n+k} W_{m} W_{n} W_{k} x^{m} y^{n} z^{k}=W_{1}(x, y, z ; 0) / C_{W}(x, y, z)$
and

$$
\sum_{m, n, k=0}^{\infty} V_{m+n+k} W_{m} W_{n} W_{k} x^{m} y^{n} z^{k}=W_{2}(x, y, z ; 0) / C_{W}(x, y, z),
$$

where

$$
\begin{aligned}
& C_{W}(x, y, z)=(1-q x)(1-q y)(1-q z)\left(1-V_{2} x+q^{2} x^{2}\right)\left(1-V_{2} y\right. \\
& \left.+q^{2} y^{2}\right)\left(1-V_{2} z+q^{2} z^{2}\right), \\
& W_{1}(x, y, z ; 0)=a^{4}+\alpha\left((b-a p) W_{1}-a q^{2} W_{-2}\right)(x+y+z)+\alpha\left((b-a p)^{2} W_{2}\right. \\
& \left.+a^{2} q^{4} W_{-4}\right)(x y+y z+z x)+\left((b-\alpha p)^{3} W_{3}-a^{3} q^{6} W_{-6}\right) x y z \\
& -a^{2} q^{2}(b-a p) W_{-1}(x+y+z)^{2}+a^{2} q(b-a p) \\
& \text { - }\left(W_{3}-(b-a p) q\right)(x+y+z)(x y+y z+z x) \\
& +\alpha(b-\alpha p)^{2} q^{4} W_{-2}(x y+y z+z x)^{2}-q^{2}(b-\alpha p) \\
& \text { - }\left((b-a p)^{2} W_{1}+a^{2} q^{4} W_{-5}\right) x y z(x+y+z)+(b-a p)^{2} \\
& \text { - }\left((b-a p) W_{-1}+a q^{2} W_{-4}\right) q^{4} x y z(x y+y z+z x) \\
& \text { - }(b-a p)^{3} q^{6} W_{-3} x^{2} y^{2} z^{2} \text {, } \\
& W_{2}(x, y, z ; 0)=2 \alpha^{3}+\alpha\left((b-\alpha p) p-\alpha V_{2}\right)(x+y+z)+\alpha\left((b-\alpha p)^{2} V_{2}\right. \\
& \left.+a^{2} V_{4}\right)(x y+y z+z x)+\left((b-a p)^{3} V_{3}-a^{3} V_{6}\right) x y z \\
& -a^{2}(b-a p) p q(x+y+z)^{2}+\alpha^{2} \tilde{q}(b-a p) \\
& \text { - }\left(V_{3}-(b-a p) q\right)(x+y+z)(x y+y z+z x) \\
& +\alpha q^{2}(b-\alpha p)^{2} V_{2}(x y+y z+z x)^{2}-q(b-\alpha p) \\
& \text { - }\left((b-a p)^{2} p q+a^{2} V_{5}\right) x y z(x+y+z)+q^{2}(b-a p)^{2} \\
& \text { - }\left((b-\alpha p) p q+\alpha V_{4}\right) x y z(x y+y z+z x) \\
& \text { - }(b-a p)^{3} q^{3} V_{3} x^{2} y^{2} z^{2} .
\end{aligned}
$$

Obviously, all formulas of $\S 3$ in [1] are also special cases of Theorems 1 and 2 and Corollary 3. Note that (3.2)-(3.5) of [1] are misprinted.

Define

$$
W(k, m)=A^{k} \alpha^{m}-(-B)^{k} \beta^{m}
$$

From (2), (3), and the binomial theorem, we have
Lemma 1: $\quad d^{k-1} W(k, m)=\sum_{r=0}^{k-1}\binom{k-1}{r}(-\alpha q)^{r} b^{k-r-1} W_{m \mid-r}$.

Proof: $\quad d^{k-1} W(k, m)=d^{k-1}\left(A^{k} \alpha^{m}-(-B)^{k} \beta^{m}\right)$, by (2)

$$
=A \alpha^{m}(\partial A)^{k-1}+B \beta^{m}(-\partial B)^{k-1}
$$

$$
=A \alpha^{m}(b-a \beta)^{k-1}+B \beta^{m}(b-\alpha \alpha)^{k-1} \text {, by (3) }
$$

$$
=A \alpha^{m} \sum_{r=0}^{k-1}\binom{k-1}{p}(-\alpha \beta)^{r} b^{k-r-1}+B \beta^{m} \sum_{r=0}^{k-1}\binom{k-1}{r}(-\alpha \alpha)^{r} b^{k-r-1}
$$

$$
=\sum_{r=0}^{k-1}\binom{k-1}{r}(-\alpha q)^{r} b^{k-r-1}\left(A \alpha^{m-r}+B \beta^{m-r}\right) \text {, by (3) }
$$

$$
=\sum_{r=0}^{k-1}\binom{k-1}{r}(-a q)^{r} b^{k-r-1} W_{m-r}, \text { by (2) }
$$

Define

$$
\left\{\begin{array}{l}
D_{W}(x, y, z)=d^{2}\left(1-V_{2} x+q^{2} x^{2}\right)\left(1-V_{2} y+q^{2} y^{2}\right)\left(1-V_{2} z+q^{2} z^{2}\right) \\
W_{3}(x, y, z ; k)=\sum_{j=0}^{3}\left(-q^{2}\right)^{j} h_{j}\left\{\sum_{r=0}^{2}\binom{2}{r}(-\alpha q)^{r} b^{2-r} W_{3 k-2 j-r}\right\}
\end{array}\right.
$$

where $h_{j}$ is the $j^{\text {th }}$ elementary symmetric function of $x, y$, and $z$. That is to say, $h_{0}=1, h_{1}=x+y+z, h_{2}=x y+y z+z x$, and $h_{3}=x y z$.

Theorem 3: $\sum_{m, n, t=0}^{\infty} W_{m+n+k} W_{n+t+k} W_{t+m+k} x^{m} y^{n} z^{t}=W_{3}(x, y, z ; k) / D_{W}(x, y, z)$

$$
+e q^{k} d^{-2} \sum\left(W_{k}-q^{2} W_{k-2} x\right) /\left\{\left(1-V_{2} x+q^{2} x^{2}\right)(1-q y)(1-q z)\right\}
$$

Proof: $\sum_{m, n, t=0}^{\infty} W_{m+n+k} W_{n+t+k} W_{t+m+k} x^{m} y^{n} z^{t}$
$\begin{aligned}=\sum_{m, n, t=0}^{\infty}\left(A \alpha^{m+n+k}+B \beta^{m+n+k}\right) & \left(A \alpha^{n+t+k}+B \beta^{n+t+k}\right) \\ & \cdot\left(A \alpha^{t+m+k}+B \beta^{t+m+k}\right) x^{m} y^{n} z^{t}, \text { by }\end{aligned}$
$=A^{3} \alpha^{3 k} /\left\{\left(1-\alpha^{2} x\right)\left(1-\alpha^{2} y\right)\left(1-\alpha^{2} z\right)+\sum A^{2} B q^{k} \alpha^{k} /\left\{\left(1-\alpha^{2} x\right)(1-q y)\right.\right.$

- $(1-q z)\}+\Sigma A B^{2} q^{k} \beta^{k} /\left\{\left(1-\beta^{2} x\right)(1-q y)(1-q z)\right\}$
$+B^{3} \beta^{3 k} /\left\{\left(1-\beta^{2} x\right)\left(1-\beta^{2} y\right)\left(1-\beta^{2} z\right)\right\}$, by (4)
$=f(x, y, z ; k) /\left(1-V_{2} x+q^{2} x^{2}\right)\left(1-V_{2} y+q^{2} y^{2}\right)\left(1-V_{2} z+q^{2} z^{2}\right)$
$+A B q^{k} \Sigma\left(A \alpha^{k}\left(1-\beta^{2} x\right)+B \beta^{k}\left(1-\alpha^{2} x\right)\right) /\left\{\left(1-V_{2} x+q^{2} x^{2}\right)\right.$
- $(1-q y)(1-q z)\}$
$=d^{2} \cdot f(x, y, z ; k) / D_{W}(x, y, z)$ $+e q^{k} d^{-2} \sum\left(W_{k}-q^{2} W_{k-2} x\right) /\left\{\left(1-V_{2} x+q^{2} x^{2}\right)(1-q y)(1-q z)\right\}$,
where

$$
\begin{aligned}
f(x, y, z ; k)= & A^{3} \alpha^{3 k}\left(1-\beta^{2} x\right)\left(1-\beta^{2} y\right)\left(1-\beta^{2} z\right) \\
& +B^{3} \beta^{3 k}\left(1-\alpha^{2} x\right)\left(1-\alpha^{2} y\right)\left(1-\alpha^{2} z\right)
\end{aligned}
$$

$$
=\sum_{j=0}^{3}\left(-q^{2}\right)^{j} h_{j} W(3,3 k-2 j)
$$

From Lemma 1, we obtain

$$
\begin{aligned}
d^{2} \cdot f(x, y, z ; k) & =\sum_{j=0}^{3}\left(-q^{2}\right)^{j} h_{j}\left\{\sum_{r=0}^{2}\binom{2}{r}(-\alpha q)^{r} b^{2-r} W_{3 k-2 j-r}\right\} \\
& =W_{3}(x, y, z ; k),
\end{aligned}
$$

which proves Theorem 3.
Taking $k=0$ in Theorem 3, we have

$$
\text { Corollary 4: } \begin{aligned}
\sum_{m, n, t=0}^{\infty} & W_{m+n} W_{n}+t W_{t+m} x^{m} y^{n} z^{t}=W_{3}(x, y, z ; 0) / D_{W}(x, y, z) \\
& +e d^{-2} \Sigma\left(a-q^{2} W_{-2} x\right) /\left\{\left(1-V_{2} x+q^{2} x^{2}\right)(1-q y)(1-q z)\right\}
\end{aligned}
$$

Obviously, all formulas of $\S 4$ in [1] are special cases of Theorem 3 and Corollary 4.
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## 1. INTRODUCTION

The Fibonacci numbers $F_{n}$ are defined as $F_{0}=0, F_{1}=1$ with the successive numbers given by the recurrence relation $F_{n+2}=F_{n+1}+F_{n}$.

Horadam[6] extended these numbers to the complex number field by defining them as $F_{n}^{*}=F_{n}+i F_{n+1}$.

Taking a different approach, Berzsenyi [2] defined the set of complex numbers at the Gaussian integers and called them the Gaussian Fibonacci Numbers. He defined them as follows: Let $n \in \mathbb{Z}$ and $m$ be a nonnegative integer. Then, the Gaussian Fibonacci numbers $F(n, m)$ are defined as

$$
F(n, m)=\sum_{k=0}^{m}\binom{m}{k} i^{k} F_{n-k},
$$

where $F_{j}$ are the (real) Fibonacci numbers defined above. He proved that

$$
F(n, m)=F(n-1, m)+F(n-2, m), \quad n \geqslant 2 .
$$

This relation implies that any adjacent triplets on the horizontal line possess a Fibonacci-type recurrence relation. In a paper in 1981, Harman (see [4]) elaborated Berzsenyi's idea and defined another set of complex numbers by directly using the Fibonacci recurrence relation. He defined them as follows: Let $(n, m)=n+i m$, where $n, m \in \mathbb{Z}$. The complex Fibonacci numbers denoted by $G(n, m)$ are those which satisfy
$G(0,0)=0, G(0,1)=1, G(1,0)=i, G(1,1)=1+i$, and
$G(n+2, m)=G(n+1, m)+G(n, m)$,
$G(n, m+2)=G(n, m+1)+G(n, m)$.
The initial values and the recurrence relations are sufficient to specify uniquely the value of $G(n, m$ ) for each ( $n, m$ ) in the plane. It is easy to see that
[Feb.
$G(n, 0)=F_{n} \quad$ and $\quad G(0, m)=i F_{m}$.
The advantage of Harman's definition over Berzsenyi's is threefold:

1. While in Berzsenyi's definition, any adjacent horizontal triplets in the plane satisfy the Fibonacci recurrence relation, in Harman's definition, any adjacent horizontal and vertical triplets do the same.
2. Horadam's complex Fibonacci numbers $F_{n}^{*}$ come as a special case for Harman's. Indeed, $F_{m}^{*}=G(1, m)$.
3. By obtaining a recurrence relation for $G(n, m)$ itself, Harman was able to prove some new summation identities for $\left\{F_{n}\right\}$.

Pethe, in collaboration with Horadam, extended Harman's idea to define Generalized Gaussian Fibonacci Numbers [10]. They again denoted these numbers by $G(n, m)$ and defined them at the Gaussian integers ( $n, m$ ) as follows: Let $p_{1}, p_{2}$ be two fixed nonzero real numbers. Define

$$
G(0,0)=0, G(1,0)=1, G(0,1)=i, G(1,1)=p_{2}+i p_{1},
$$

with the conditions $G(n+2, m)=p_{1} G(n+1, m)-q_{1} G(n, m)$, and $G(n, m+2)=$ $p_{2} G(n, m+1)-q_{2} G(n, m)$.

With the help of this extension of Harman's definition, the authors were able to obtain a wealth of summation identities involving the combinations of Fibonacci numbers and polynomials, Pell numbers and polynomials, and Chebyshev polynomials of the second kind. Observe that these numbers and polynomials all have the first two initial values as 0 and 1 . Consequently, it is natural to ask, as in Remark 4 of [10], if a further extension that would include numbers and polynomials whose first two initial values were other than 0 and 1 is possible. The positive answer to this question is precisely the object of this paper.

Our main result is Theorem 6.1. With the help of a single equation, (6.1) of this theorem, various summation identities involving the product terms of Fermat's numbers, Fibonacci numbers and polynomials, Pell numbers and polynomials, Lucas numbers and polynomials, and Chebyshev polynomials of the first and second kinds are obtained. Besides these identities, (6.1) has the potential for obtaining many more by varying the values of $m$ and $n$. The extension, first thought to be straightforward, did not turn out to be so. It still had to be formulated in terms of the Lucas fundamental sequence [9] whose first two terms are 0 and 1.

## GENERALIZED GAUSSIAN LUCAS PRIMORDIAL FUNCTIONS

## 2. PRELIMINARIES

Let $\left\{U_{n}\right\}$ and $\left\{W_{n}\right\}$ denote the sequences defined as follows,

$$
\begin{aligned}
& U_{0}=0, U_{1}=1, U_{n+2}=p U_{n+1}-q U_{n}, \quad n \geqslant 0, \\
& W_{0}=a, W_{1}=b, W_{n+2}=p W_{n+1}-q W_{n}, \quad n \geqslant 0,
\end{aligned}
$$

where $a, b, p$, and $q$ are any real numbers, $p, q \neq 0$. The sequence $\left\{U_{n}\right\}$ is the fundamental sequence defined by Lucas and $\left\{W_{n}\right\}$ is the one defined and extensively studied by Horadam (see [9], [7], and [8]). Lucas's primordial function is the special case of $\left\{W_{n}\right\}$ with $W_{0}=2$ and $W_{1}=p$. The relation between the terms of $\left\{W_{n}\right\}$ and $\left\{U_{n}\right\}$ is given by

$$
\begin{equation*}
W_{n}=b U_{n}-a q U_{n-1} \tag{2.1}
\end{equation*}
$$

Let $\left\{V_{n}\right\}$ be the complex-valued variant of Horadam's sequence defined by $V_{0}=\alpha, V_{1}=i b$, with the recurrence relation $V_{n+2}=p V_{n+1}-q V_{n}$.

As above, it is clear that

$$
\begin{equation*}
V_{n}=i b U_{n}-a q U_{n-1} \tag{2.2}
\end{equation*}
$$

## 3. DEFINITION

Let $(n, m), n, m \in \mathbb{Z}$, denote the set of Gaussian integers ( $n, m$ ) $=n+i m$. Further, 1et

$$
G:(n, m) \rightarrow \phi,
$$

where $\phi$ is the set of complex numbers, be the function defined as follows.
For fixed real numbers $p$ and $q$, define

$$
\begin{equation*}
G(0,0)=a, G(1,0)=b, G(0,1)=i b, G(1,1)=p b(1+i) \tag{3.1}
\end{equation*}
$$

with the following conditions:

$$
\begin{equation*}
G(n+2, m)=p G(n+1, m)-q G(n, m) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
G(n, m+2)=p G(n, m+1)-q G(n, m) \tag{3.3}
\end{equation*}
$$

Conditions (3.2) and (3.3) with the initial values (3.1) are sufficient to obtain a unique value for every Gaussian integer.

$$
\text { 4. EXPRESSION FOR } G(n, m)
$$

Lemma 4.1: We have

$$
\begin{equation*}
G(n, 0)=W_{n}, G(0, m)=V_{n} . \tag{4.1}
\end{equation*}
$$

Proof: The proof is simple and, therefore, omitted here.
Remark: Observe that if $a=0$ and $b=1$, the definition for $G(n, m)$ reduces to that of Pethe \& Horadam's "Generalised Gaussian Fibonacci Numbers" [10], where $p_{1}=p_{2}=p$ and $q_{1}=q_{2}=q$. Further, if $a=0, b=1$, and $p=1, q=1$, this definition reduces to Harman's "Complex Fibonacci Numbers" [4].

Theorem 4.2: $G(n, m)$ is given by

$$
\begin{equation*}
G(n, m)=b U_{n} U_{m+1}+\alpha q^{2} U_{n-1} U_{m-1}+i b U_{n+1} U_{m} \tag{4.2}
\end{equation*}
$$

Proof: We use induction for the proof. Suppose (4.2) holds for all integers $0,1, \ldots, n$ for the first number in the ordered pair ( $n, m$ ) and for all integers $0,1, \ldots, m$ for the second number. By (3.2), we have

$$
\begin{equation*}
G(n+1, m)=p G(n, m)-q G(n-1, m) \tag{4.3}
\end{equation*}
$$

Applying (4.2) to the right side of (4.3), we obtain

$$
\begin{aligned}
G(n+1, m)=p\left[b U_{n} U_{m+1}\right. & \left.+a q^{2} U_{n-1} U_{m-1}+i b U_{n+1} U_{m}\right] \\
& -q\left[b U_{n-1} U_{m+1}+a q^{2} U_{n-2} U_{m-1}+i b U_{n} U_{m}\right] \\
=b\left(p U_{n}-q U_{n-1}\right) U_{m+1} & +a q^{2}\left(p U_{n-1}-q U_{n-2}\right) U_{m-1} \\
& +i b\left(p U_{n+1}-q U_{n}\right) U_{m}
\end{aligned}
$$

Therefore, by the recurrence relation of $\left\{U_{n}\right\}$, we get

$$
\begin{equation*}
G(n+1, m)=b U_{n+1} U_{m+1}+a q^{2} U_{n} U_{m-1}+i b U_{n+2} U_{m} \tag{4.4}
\end{equation*}
$$

The right side of (4.4) is exactly the right side of (4.2) with $n$ replaced by $n+1$. Similarly, we prove that

$$
\begin{equation*}
G(n, m+1)=b U_{n} U_{m+2}+a q^{2} U_{n-1} U_{m}+i b U_{n+1} U_{m+1} \tag{4.5}
\end{equation*}
$$

By (4.4), (4.5), and the induction principle, (4.2) holds for all nonnegative integers.

## 5. RECURRENCE RELATION FOR $G(n, m)$

Theorem 5.1: For fixed $n$ and $m$, the recurrence relation for $G(n, m)$ is given by

$$
\begin{align*}
G(n+2 k+s, m+2 k+s) & =b p(1+i) \sum_{j=1}^{2 k}(-1)^{j}(q)^{2 k-j} U_{n+j+s} U_{m+j+s}  \tag{5.1}\\
& +a p q^{2} \sum_{j=1}^{2 k}(-1)^{j}(q)^{2 k-j} U_{n+j-2+s} U_{m+j-1+s}+q^{2 k} G(n+s, m+s),
\end{align*}
$$

where $s=0$ or 1 .
Proof: For the proof, we again use induction on $k$. First we find the expressions for $G(n+2, m+2)$ and $G(n+3, m+3)$. By (4.2), we have

$$
\begin{aligned}
G(n+2, m+2)= & b U_{n+2} U_{m+3}+a q^{2} U_{n+1} U_{m+1}+i b U_{n+3} U_{m+2} \\
= & b U_{n+2}\left(p U_{m+2}-q U_{m+1}\right)+a q^{2}\left(p U_{n}-q U_{n-1}\right)\left(p U_{m}-q U_{m-1}\right) \\
& +i b\left(p U_{n+2}-q U_{n+1}\right) U_{m+2} \\
= & b p(1+i) U_{n+2} U_{m+2}-b q U_{n+2} U_{m+1}-i b q U_{n+1} U_{m+2} \\
& +a q^{2}\left(p^{2} U_{n} U_{m}-p q U_{n} U_{m-1}-p q U_{n-1} U_{m}+q^{2} U_{n-1} U_{m-1}\right) \\
= & b p(1+i) U_{n+2} U_{m+2}-b q\left(p U_{n+1}-q U_{n}\right) U_{m+1}-i b q U_{n+1}\left(p U_{m+1}-q U_{m}\right) \\
& +a q^{2}\left(p^{2} U_{n} U_{m}-p q U_{n} U_{m-1}-p q U_{n-1} U_{m}+q^{2} U_{n-1} U_{m-1}\right) \\
= & b p(1+i)\left(U_{n+2} U_{m+2}-q U_{n+1} U_{m+1}\right)+a p^{2} q^{2} U_{n} U_{m}-a p q^{3} U_{n-1} U_{m} \\
& -a p q^{3} U_{n} U_{m-1}+q^{2}\left(b U_{n} U_{m+1}+a q^{2} U_{n-1} U_{m-1}+i b U_{n+1} U_{m}\right) \\
= & b p(1+i)\left(U_{n+2} U_{m+2}-q U_{n+1} U_{m+1}\right)+a p q^{2} U_{n}\left(p U_{m}-q U_{m-1}\right) \\
& -a p q^{3} U_{n-1} U_{m}+q^{2} G(n, m) .
\end{aligned}
$$

Using the recurrence relation for $\left\{U_{m}\right\}$ once again, we finally obtain

$$
\begin{align*}
G(n+2, m+2)= & b p(1+i)\left(U_{n+2} U_{m+2}-q U_{n+1} U_{m+1}\right)  \tag{5.2}\\
& +\alpha p q^{2}\left(U_{n} U_{m+1}-q U_{n-1} U_{m}\right)+q^{2} G(n, m),
\end{align*}
$$

which is the same as (5.1) when $k=1$ and $s=0$.
Replacing $n$ and $m$ by $n+1$ and $m+1$, respectively, in (5.2) we have

$$
\begin{align*}
G(n+3, m+3)= & b p(1+i)\left(U_{n+3} U_{m+3}-q U_{n+2} U_{m+2}\right)  \tag{5.3}\\
& +a p q^{2}\left(U_{n+1} U_{m+2}-q U_{n} U_{m+1}\right)+q^{2} G(n+1, m+1) .
\end{align*}
$$

Again, it is easily seen that (5.3) is exactly the same as (5.1) when $k=1$ and $s=1$. Thus, (5.1) holds for the initial values $k=1, s=0$, and $k=1$, $s=1$. Suppose next that (5.1) holds for, and up to, some positive integer $k$. We will show, then, that it also holds for $k+1$. First let $s=0$. Now, although $n$ and $m$ are assumed to be fixed in (5.2), it is clear that (5.2) is true for any positive integers $n$ and $m$. Therefore, we can write the expression for $G(n+2 k+2, m+2 k+2$ ) by replacing $n$ and $m$ in (5.2) by $n+2 k$ and $m+2 k$, respectively. Thus, we have

$$
\begin{align*}
G(n+2 k+2, m+2 k+2)= & b p(1+i)\left(U_{n+2 k+2} U_{m+2 k+2}-q U_{n+2 k+1} U_{m+2 k+1}\right)  \tag{5.4}\\
& +a p q^{2}\left(U_{n+2 k} U_{m+2 k+1}-q U_{n+2 k-1} U_{m+2 k}\right)+q^{2} G(n+2 k, m+2 k) . \\
\text { Using (5.1) for } s= & 0 \text { in }(5.4) \text {, we get } \\
G(n+2 k+2, m+2 k+2)= & b p(1+i)\left(U_{n+2 k+2} U_{m+2 k+2}-q U_{n+2 k+1} U_{m+2 k+1}\right) \\
& +a p q^{2}\left(U_{n+2 k} U_{m+2 k+1}-q U_{n+2 k-1} U_{m+2 k}\right) \\
& +q^{2}\left\{b p(1+i) \sum_{j=1}^{2 k}(-1)^{j}(q)^{2 k-j U_{n+j} U_{m+j}}\right. \\
& \left.+\alpha p q^{2} \sum_{j=1}^{2 k}(-1)^{j}(q)^{2 k-j} U_{n+j-2} U_{m+j-1}+q^{2 k} G(n, m)\right\} .
\end{align*}
$$

## gENERALIZED GAUSSIAN LUCAS PRIMORDIAL FUNCTIONS

Note that if $a=0$ and $b=1$, (6.2) and (6.3) reduce, respectively, to (5.1) and (5.2) of [10], where $p_{2}=p_{1}=p$ and $q_{2}=q_{1}=q$.

To convert identity (6.2) to the one containing the terms of the sequence $\left\{W_{n}\right\}$, we proceed as follows.

The left-hand side of (6.2) equals

$$
\begin{array}{r}
p \sum_{j=1}^{2 k-1}(-1)^{j}(q)^{2 k-j}\left(b U_{n+j+s}-a q U_{n+j-1+s}\right) U_{m+j+s}  \tag{6.4}\\
+b p U_{n+2 k+s} U_{m+2 k+s}-a p q^{2 k+1} U_{n-1+s} U_{m+s}
\end{array}
$$

Using (2.1) in (6.4), we see that the left-hand side of (6.2) equals

$$
\begin{aligned}
& p \sum_{j=1}^{2 k-1}(-1)^{j}(q)^{2 k-j} W_{n+j+s} U_{m+j+s} \\
&+b p U_{n+2 k+s} U_{m+2 k+s}-\alpha p q^{2 k+1} U_{n-1+s} U_{m+s}
\end{aligned}
$$

Therefore, equation (6.2), after rearranging terms, becomes

$$
\begin{aligned}
& \sum_{j=1}^{2 k-1} p(-1)^{j}(q)^{2 k-j} W_{n+j+s} U_{m+j+s} \\
& =b U_{n+2 k+s} U_{m+2 k+1+s}-b p U_{n+2 k+s} U_{m+2 k+s}+\alpha q^{2} U_{n+2 k-1+s} U_{m+2 k-1+s} \\
& +a p q^{2 k+1} U_{n-1+s} U_{m+s}-\alpha q^{2 k+2} U_{n-1+s} U_{m-1+s}-b q^{2 k} U_{n+s} U_{m+1+s} \\
& =b U_{n+2 k+s}\left(U_{m+2 k+1+s}-p U_{m+2 k+s}\right)+\alpha q^{2} U_{n+2 k-1+s} U_{m+2 k-1+s} \\
& +\alpha q^{2 k+1} U_{n-1+s}\left(p U_{m+s}-q U_{m-1+s}\right)-b q^{2 k} U_{n+s} U_{m+1+s} \\
& =b U_{n+2 k+s}\left(-q U_{m+2 k-1+s}\right)+\alpha q^{2} U_{n+2 k-1+s} U_{m+2 k-1+s}+\alpha q^{2 k+1} U_{n-1+s} U_{m+1+s} \\
& -b q^{2 k} U_{n+s} U_{m+1+s} \\
& =-q\left(b U_{n+2 k+s}-a q U_{n+2 k-1+s}\right) U_{m+2 k-1+s}-q^{2 k}\left(b U_{n+s}-a q U_{n-1+s}\right) U_{m+1+s} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \sum_{j=1}^{2 k-1}(-1)^{j+1} p q^{2 k-j-1} W_{n+j+s} U_{m+j+s}  \tag{6.5}\\
& =W_{n+2 k+s} U_{m+2 k-1+s}+q^{2 k-1} W_{n+s} U_{m+1+s}
\end{align*}
$$

Putting $s=0$ in (6.5), adding $-p W_{n+2 k} U_{m+2 k}$ to both sides of (6.5), and then using the recurrence relation for $\left\{U_{n}\right\}$, we get

$$
\begin{equation*}
\sum_{j=1}^{2 k}(-1)^{j+1} p q^{2 k-j} W_{n+j} U_{m+j}=-W_{n+2 k} U_{m+2 k+1}+q^{2 k} W_{n} U_{m+1} \tag{6.6}
\end{equation*}
$$

Replacing $2 k-1$ and $2 k$ in, respectively (6.5) with $s=0$ and (6.6) by $N$, we finally obtain (6.1).

## 7. APPLICATION TO SOME SEQUENCES

7.1 Arithmetic Progression: Let $p=2$ and $q=1$. Taking $U_{0}=0, U_{1}=1$, and $W_{0}=\alpha, W_{1}=\alpha+d$, it is easily seen that $\left\{W_{n}\right\}$ becomes an arithmetic progression $\left\{A_{n}\right\}$ and $\left\{U_{n}\right\}$, the sequence of nonnegative integers, where $U_{n}=n$. Equation (6.1) reduces to
$\sum_{j=1}^{N} 2(-1)^{j+1}(m+j) A_{n+j}=(m+1) A_{n}+\left\{\begin{array}{cc}(m+N) A_{n+N+1}, & N \text { odd }, \\ -(m+N+1) A_{n+N}, & N \text { even. }\end{array}\right.$
7.2 Geometric Progression: Let $p=q+1, W_{0}=\alpha$, and $W_{1}=\alpha q$. Consequent1y, the sequence $\left\{W_{n}\right\}$ becomes the geometric progression with common ratio $q$ and $W_{n}=a q^{n}$, and the sequence $\left\{U_{n}\right\}$ with $U_{0}=0$ and $U_{1}=1$ has the $n^{\text {th }}$ term $U_{n}$ given by

$$
U_{n}=\sum_{j=0}^{n-1} q^{j}, n=1,2, \ldots
$$

Let us denote the geometric sequence $\left\{W_{n}\right\}$ by $\left\{G_{n}^{(q)}\right\}$. Equation (6.1) reduces to $(q+1) \sum_{j=1}^{N}(-1)^{j+1} q^{N-j} G_{n+j}^{(q)} U_{m+j}=q^{N} G_{n}^{(q)} U_{m+1}+\left\{\begin{array}{c}G_{n+N+1}^{(q)} U_{m+N}, N \text { odd }, \\ -G_{n+N}^{(q)} U_{m+N+1}, N \text { even. }\end{array}\right.$
7.3 Fermat's Sequence: Let $p=3, q=2, W_{0}=2$, and $W_{1}=3$. Then $\left\{W_{n}\right\}$ is Fermat's sequence (see [7]). Let us denote it by $\left\{M_{n}\right\}$. With these values of $p$ and $q,\left\{U_{n}\right\}$ is easily seen to be the sequence given by $U_{n}=2^{n}-1$. Equation (6.1) reduces to
$3 \sum_{j=1}^{N}(-1)^{j+1} 2^{N-j} M_{n+j} U_{m+j}=2^{N} M_{n} U_{m+1}+ \begin{cases}M_{n+N+1} U_{m+N}, & N \text { odd }, \\ -M_{n+N} U_{m+N+1}, & N \text { even. }\end{cases}$
Remark: In fact, $\left\{U_{n}\right\}$ is also known as Fermat's sequence. $M_{n}$ and $U_{n}$ are given by

$$
M_{n}=2^{n}+1 \quad \text { and } \quad U_{n}=2^{n}-1
$$

7.4 Fibonacci and Pell Polynomials: Next, let $p=x$ and $q=-1$. Then, with $W_{0}=1$ and $W_{1}=x,\left\{W_{n}\right\}$ reduces to the Fibonacci sequence $\left\{F_{n}(x)\right\}$, and with $U_{0}=0$ and $U_{1}=1,\left\{U_{n}\right\}$ becomes the Pell polynomial sequence $\left\{P_{n}(x)\right\}$, see [5]. It is easy to see that for $x=1$ and $x=2,\left\{U_{n}\right\}$ reduces to Fibonacci and Pell numbers, respectively, see [5]. Equation (6.1) becomes
$\sum_{j=1}^{N} x F_{n+j}(x) P_{m+j}(x)=-F_{n}(x) P_{m+1}(x)+ \begin{cases}F_{n+N+1}(x) P_{m+N}(x), N \text { odd }, \\ F_{n+N}(x) P_{m+N+1}(x), & \text { even } .\end{cases}$
Remark on Lucas Polynomials: If $p=x, q=-1, W_{0}=x$, and $W_{1}=x^{2}+2,\left\{W_{n}\right\}$ reduces to the Lucas polynomial sequence $\left\{L_{n}(x)\right\}[5]$. Since $p, q$ and $\left\{U_{n}\right\}$ are 1988]
the same as in section 7.4 above, equation (6.1) reduces to (7.4), where $F_{n}$ is changed to $L_{n}$, that is
$\sum_{j=1}^{N} x L_{n+j}(x) P_{m+j}(x)=-L_{n}(x) P_{m+1}(x)+\left\{\begin{array}{l}L_{n+N+1}(x) P_{m+N}(x), N \text { odd }, \\ L_{n+N}(x) P_{m+N+1}(x), N \text { even. }\end{array}\right.$
7.5 Chebyshev Polynomials: Now let $p=2 x, q=1, W_{0}=1$, and $W_{1}=x$. Then $W_{n}(x)$ reduces to the $n^{\text {th }}$ Chebyshev polynomial $T_{n}(x)$ of the first kind and $U_{n}(x)$ reduces to $S_{n}(x)$, that of the second kind [1], where

$$
T_{n}(x)=\cos n \theta, S_{n}(x)=\frac{\sin n \theta}{\sin \theta}, \text { and } \theta=\cos ^{-1} x
$$

From (6.1), we obtain
$\sum_{j=1}^{N} 2(-1)^{j+1} x T_{n+j}(x) S_{m+j}(x)=T_{n}(x) S_{m+1}(x)+\left\{\begin{array}{l}T_{n+N+1}(x) S_{m+N}(x), N \text { odd }, \\ -T_{n+N}(x) S_{m+N+1}(x), N \text { even } .\end{array}\right.$

## 8. SPECIAL NUMERICAL CASES

Results of section 7 are more comprehensible and more interesting for some particular values of $n$ and $m$. These are listed below. Some of these identities are known, and some appear to be new.
(A) $n=0, m=0$

$$
\sum_{j=1}^{N}(-1)^{j+1} j A_{j}=\frac{a}{2}+ \begin{cases}\frac{1}{2} N A_{N+1}, & N \text { odd }  \tag{7.1}\\ -\frac{1}{2}(N+1) A_{N}, & N \text { even }\end{cases}
$$

where $A_{0}=a$ is the first term of the arithmetic progression $\left\{A_{n}\right\}$.

$$
\sum_{j=1}^{N}(-1)^{j+1} q^{N-j}(q+1) G_{j}^{(q)} U_{j}=\alpha q^{N}+ \begin{cases}G_{N+1}^{(q)} U_{N}, & N \text { odd }  \tag{7.2}\\ -G_{N}^{(q)} U_{N+1}, & N \text { even }\end{cases}
$$

where $a$ is the first term of the geometric progression $\left\{G_{n}^{(q)}\right\}$. Using the fact that $G_{n}^{(q)}=a q^{n}$, we find that (7.2)* reduces to

$$
\sum_{j=1}^{N}(-1)^{j+1}(q+1) U_{j}=1+\left\{\begin{array}{cc}
q U_{N}, & N \text { odd } \\
-U_{N+1}, & N \text { even }
\end{array}\right.
$$

Observing that in (7.3) $U_{n}=2^{n}-1$, we see that (7.3), with $n=0, m=0$, reduces to

$$
\begin{align*}
& \sum_{j=1}^{N}(-1)^{j+1} 2^{N-j}\left(2^{j}-1\right) M_{j}=\frac{1}{3}\left[2^{N+1}+\left\{\begin{array}{l}
\left(2^{N}-1\right) M_{N+1}, N \text { odd }, \\
-\left(2^{N+1}-1\right) M, N \text { even; }
\end{array}\right]\right.  \tag{7.3}\\
& \sum_{j=1}^{N} x F_{j}(x) P_{j}(x)=-1+\left\{\begin{array}{l}
F_{N+1}(x) P_{N}(x), \quad \text { odd, } \\
F_{N}(x) P_{N+1}(x), \quad \text { even; }
\end{array}\right. \tag{7.4}
\end{align*}
$$

$$
\begin{align*}
& \sum_{j=1}^{N} x I_{j}(x) P_{j}(x)=-+\left\{\begin{array}{l}
L_{N+1}(x) P_{N}(x), N \text { odd } \\
L_{N}(x) P_{N+1}(x), N \text { even }
\end{array}\right.  \tag{7.5}\\
& \sum_{j=1}^{N}(-1)^{j+1} x T_{j}(x) S_{j}(x)=\frac{1}{2}+ \begin{cases}\frac{T_{N+1} S_{N}}{2}, & N \text { odd } \\
\frac{-T_{N} S_{N+1}}{2}, & N \text { even }\end{cases} \tag{7.6}
\end{align*}
$$

$$
\sum_{j=1}^{N}(q+1) q^{N-j}(-1)^{j+1} G_{j}^{(q)} U_{j+1}=q^{N} a(q+1)+\left\{\begin{array}{cc}
G_{N+1}^{(q)} U_{N+1}, & N \text { odd }  \tag{7.2}\\
-G_{N}^{(q)} U_{N+2}, & N \text { even }
\end{array}\right.
$$

$\sum_{j=1}^{N}(-1)^{j+1} 2^{N-j_{M} U_{j+1}}=2^{N+1}+ \begin{cases}\frac{M_{N+1} U_{N+1}}{3}, & N \text { odd }, \\ \frac{-M_{N} U_{N+2}}{3}, & N \text { even; }\end{cases}$

$$
\sum_{j=1}^{N} x F_{j}(x) P_{j+1}(x)=-x+ \begin{cases}F_{N+1}(x) P_{N+1}(x), & N \text { odd }  \tag{7.4}\\ F_{N}(x) P_{N+2}(x), & N \text { even }\end{cases}
$$

$$
\sum_{j=1}^{N} x L_{j}(x) P_{j+1}(x)=-x^{2}+ \begin{cases}L_{N+1}(x) P_{N+1}(x) & N \text { odd }  \tag{7.5}\\ I_{N}(x) P_{N+2}(x), & N \text { even }\end{cases}
$$

$$
\sum_{j=1}^{N}(-1)^{j+1} x T_{j}(x) S_{j+1}(x)=x+ \begin{cases}\frac{T_{N+1}(x) S_{N+1}(x)}{2}, & N \text { odd }  \tag{7.6}\\ \frac{-T_{N}(x) S_{N+2}(x)}{2}, & N \text { even }\end{cases}
$$

Remark: Obviously, various other identities may be obtained by other choices of $n$ and $m$. This bears out the fact that this technique provides an abundance of identities by substituting suitable values for $m, n, p$, and $q$ is just one identity (6.1)!
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# ON PRIME DIVISORS OF SEQUENCES OF INTEGERS 
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(Submitted May 1986)

The following problem appears on page 65 of Elementary Number Theory by David M. Burton:

Show that 13 is the largest prime that can divide two successive integers of the form $n^{2}+3$.

In this note, it will be shown that 13 is the only prime that will divide two successive integers of the form $n^{2}+3$, and these pairs will be determined. In addition, the following questions will be investigated: Is the prime 13 unique? That is, if $p$ is an odd prime, is there an integer $a$ such that $p$ is the largest prime that divides successive integers of the form $n^{2}+\alpha$ ? And, under what conditions will the prime $p$ be the only divisor? Finally, precisely which pairs of successive integers are divisible by $p$ ?

The following theorem will answer these questions. The case $p=13$ will be treated in a corollary following the theorem.

Theorem: Let $p$ be an odd prime. If $p$ is of the form $4 k+1$, then $p$ is the on $l y$ prime that divides successive integers of the form $n^{2}+k$, and $p$ divides successive pairs precisely when $n$ is of the form $b p+2 k$, for any integer $b$. If $p$ is of the form $4 k+3$, then $p$ is the largest prime that divides successive integers of the form $n^{2}+(3 k+2)$, and $p$ divides successive pairs precisely when $n$ is of the form $b p+(2 k+1)$, for any integer $b$. Furthermore, $p$ will be the only prime divisor if and only if $p=3$.

Proof: In both cases, substitution can be used to show that the prescribed divisibility will hold; hence, only the necessity of the indicated forms will need to be shown.

Let $p$ be of the form $4 k+1$, and suppose that $q$ is any prime divisor of $n^{2}+k$ and $(n+1)^{2}+k$. Since $q$ divides the difference of these integers, $q$ must divide $2 n+1$. Now,

$$
4\left(n^{2}+k\right)=(2 n+1)(2 n-1)+(4 k+1)
$$

Since $q$ divides both $n^{2}+k$ and $2 n+1, q$ divides $p=4 k+1$. Hence, $q=p$, and $p$ is the only such prime divisor. Since $p$ must divide $2 n+1,2 n+1 \equiv 0$ $(\bmod p)$. This congruence has the unique solution, $n \equiv(p-1) / 2(\bmod p)$; thus, $n$ must be of the form $b p+2 k$, where $b$ is any integer.

Let $p$ be of the form $4 k+3$, and suppose that $q$ is any prime divisor of $n^{2}+(3 k+2)$ and $(n+1)^{2}+(3 k+2)$. As before, $q$ must divide $2 n+1$. Now,

$$
4\left(n^{2}+(3 k+2)\right)=(2 n+1)(2 n-1)+3(4 k+3)
$$

As before, $q$ must divide the last term $3(4 k+3)$, but in this case $q$ can be 3 or $p$. If $p=3$, then $p$ is the only such prime divisor; if not, then $p$ is simply the largest such prime divisor. (Of course, it should be noted that 3 does, in fact, divide some successive pairs in the case $k>0$. This will be the case when $n$ is of the form $3 c+1, c$ any integer.) Finally, the same argument used previously can be used to show that $n$ must be of the form $b p+(2 k+1), b$ any integer.

Corollary: The prime $p=13$ is the only prime that divides successive terms of the form $n^{2}+3$ and does so precisely when $n$ is of the form $13 b+6$, where $b$ is any integer.

Proof: The first case of the Theorem applies with $k=3$.
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1. INTRODUCTION

This paper is concerned with an interesting expansion of $x^{m}$, where $x$ and $m$ are positive integers, and with the properties of its coefficients. One of the authors, Y. Imai, obtained expressions for $3^{6}$ and $10^{7}$ experimentally.
$3^{6}$ is systematically expressed by the sum of products below.

$$
\begin{aligned}
3^{6}=\frac{1}{6!} & \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8+\frac{57}{6!} \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \\
& +\frac{302}{6!} \cdot 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6+\frac{302}{6!} \cdot 0 \cdot 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \\
& +\frac{57}{6!} \cdot(-1) \cdot 0 \cdot 1 \cdot 2 \cdot 3 \cdot 4+\frac{1}{6!} \cdot(-2) \cdot(-1) \cdot 0 \cdot 1 \cdot 2 \cdot 3
\end{aligned}
$$

$10^{7}$ is systematically expressed by the sum of products below.

$$
\begin{aligned}
10^{7}=\frac{1}{7!} & \cdot 10 \cdot 11 \cdot 12 \cdot 13 \cdot 14 \cdot 15 \cdot 16+\frac{120}{7!} \cdot 9 \cdot 10 \cdot 11 \cdot 12 \cdot 13 \cdot 14 \cdot 15 \\
& +\frac{1191}{7!} \cdot 8 \cdot 9 \cdot 10 \cdot 11 \cdot 12 \cdot 13 \cdot 14+\frac{2416}{7!} \cdot 7 \cdot 8 \cdot 9 \cdot 10 \cdot 11 \cdot 12 \cdot 13 \\
& +\frac{1191}{7!} \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 10 \cdot 11 \cdot 12+\frac{120}{7!} \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 10 \cdot 11 \\
& +\frac{1}{7!} \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 10 .
\end{aligned}
$$

To generalize the above expressions, we introduce a notion called the $Z$ coefficient. We note that $Z$ is a number-theoretic function. We also note the following. If $m$ and $x$ are positive integers, then $x^{m}$ can be expanded as fol1ows:

$$
x^{m}=\sum_{r=1}^{m}\left(\frac{Z(m, r)}{m!} \cdot \prod_{i=1}^{m}(x+i-r)\right)
$$

The numerator $Z(m, r)$ is a number-theoretic function (we call it the $Z$-coefficient) defined by

$$
Z(m, r)=\sum_{k=1}^{r}(-1)^{r+k} \cdot\binom{m+1}{r-k} \cdot k^{m}, \quad(r=1, \ldots, m)
$$

Another construction method for $Z$-coefficients $Z(m, r), r=1, \ldots, m$, and their properties will be given. The Z-coefficients have properties similar to those of the Pascal triangle.

## 2. PROPERTIES OF EXPANSIONS

These expansions have the following four properties:

1. In each case, the sum of these coefficients is equal to 1 . That is:

$$
\begin{aligned}
& \frac{1}{6!}+\frac{57}{6!}+\frac{302}{6!}+\frac{302}{6!}+\frac{57}{6!}+\frac{1}{6!}=1 \\
& \frac{1}{7!}+\frac{120}{7!}+\frac{1191}{7!}+\frac{2416}{7!}+\frac{1191}{7!}+\frac{120}{7!}+\frac{1}{7!}=1
\end{aligned}
$$

If we denote these coefficients by $I(6, r)$ and $I(7, r)$, then

$$
\sum_{r=1}^{6} I(6, r)=1 \quad \text { and } \quad \sum_{r=1}^{7} I(7, r)=1
$$

2. The denominators of these coefficients are 6! and 7! in these cases, respectively. Denoting the numerators of these coefficients by $Z(6, r), r=1$, $\ldots, 6$, and $Z(7, r), r=1, \ldots, 7$, we have
$I(6, r)=\frac{Z(6, r)}{6!} \quad(r=1, \ldots, 6), \quad \sum_{r=1}^{6} Z(6, r)=6!$.
$I(7, r)=\frac{Z(7, r)}{7!} \quad(r=1, \ldots, 7), \quad \sum_{r=1}^{7} Z(7, r)=7!$.
$Z(6, r)$ and $Z(7, r)$ are called $Z$-coefficients.
3. In both cases, Z-coefficients systematically distribute, i.e., $1,57,302,302,57,1$ and $1,120,1191,2416,2291,120,1$.
4. In the expressions for $3^{6}$ and $10^{7}$, the first members of each product except their coefficients are, respectively,
$3,2,1,0,-1,-2$ and $10,9,8,7,6,5,4$.

As is easily seen, the first integers of these descending sequences are 3 (the base of $3^{6}$ ) and 10 (the base of $10^{7}$ ).

The question now arises: Can we generalize the above properties?

## 3. THE COEFFICIENTS $Z(m, r)$ AND THE THEOREM

The answer to the question above is affirmative. We now have the following definition and theorem.

Definition: Let $m$ and $r$ be integers. $Z(m, r)$ is defined by

$$
\begin{align*}
& Z(m, r)=\sum_{k=1}^{r}(-1)^{r+k} \cdot\binom{m+1}{r-k} \cdot k^{m}, \quad(m \geqslant 1, r=1, \ldots, m),  \tag{1}\\
& Z(m, r)=0 \text { for } m \leqslant 0 \text { or } r \leqslant 0 \text { or } m<r .
\end{align*}
$$

Theorem: Let $x$ and $m$ be positive integers. Then

$$
\begin{align*}
x^{m}= & \frac{Z(m, 1)}{m!} \cdot x \cdot(x+1) \cdot(x+2) \cdots \cdots(x+(m-1))  \tag{2}\\
& +\frac{Z(m, 2)}{m!} \cdot(x-1) \cdot x \cdot \cdots \cdot(x+(m-2)) \\
& +\cdots+\frac{Z(m, m)}{m!} \cdot(x-(m-1)) \cdots \cdots \cdot x \\
= & \sum_{r=1}^{m}\left(\frac{Z(m, r)}{m!} \cdot \prod_{i=1}^{m}(x+i-r)\right) .
\end{align*}
$$

In order to prove the Theorem, we need the following Lemmas concerning the Z-coefficients.

Lemma 1: Let $Z(m, r)$ be $Z$-coefficients. Then:

$$
\begin{align*}
& Z(m+1, r)=(m-r+2) \cdot Z(m, r-1)+r \cdot Z(m, r)  \tag{3}\\
& Z(m, r)=(m-r+1) \cdot Z(m-1, r-1)+r \cdot Z(m-1, r)  \tag{4}\\
& Z(m+1, r+1)=(m-r+1) \cdot Z(m, r)+(r+1) \cdot Z(m, r+1) . \tag{5}
\end{align*}
$$

Proof of Lemma 1: It is clear that (3), (4), and (5) are equivalent to each other. We prove (5). By the definition of $Z(m, r)$, the right-hand side of (5) is written in the form

$$
\begin{aligned}
& \sum_{k=1}^{r}\left((-1)^{r+k} \cdot(m-r+1) \cdot\binom{m+1}{r-k} \cdot k^{m}\right)+\sum_{k=1}^{r}\left((-1)^{r+1+k} \cdot(r+1)\right. \\
& \left.\cdot\binom{m+1}{r+1-k} \cdot k^{m}\right)+(-1)^{2 r+2} \cdot(r+1) \cdot\binom{m+1}{0} \cdot(r+1)^{m}
\end{aligned}
$$

## AN EXPANSION OF $x^{m}$ AND ITS COEFFICIENTS

A general term is expressed by the following:

$$
\begin{aligned}
& (-1)^{r+k} \cdot(m-r+1) \cdot\binom{m+1}{r-k} \cdot k^{m}+(-1)^{r+1+k} \cdot(r+1) \cdot\binom{m+1}{r+1-k} \cdot k^{m} \\
& =(-1)^{r+k} \cdot k^{m} \cdot \frac{(m+1)!}{(m+1-r+k)!(r+1-k)!} \cdot(-k) \cdot(m+2) \\
& =(-1)^{r+k+1} \cdot k^{m+1} \cdot\binom{m+2}{r-k+1} .
\end{aligned}
$$

Therefore, the right-hand side of (5) is equal to

$$
\sum_{k=1}^{r}\left((-1)^{r+k+1} \cdot\binom{m+2}{r-k+1} \cdot k^{m+1}\right)+(-1)^{2 r+2} \cdot(r+1) \cdot\binom{m+1}{0} \cdot(r+1)^{m}
$$

which is

$$
\sum_{k=1}^{r+1}\left((-1)^{r+k+1} \cdot\binom{m+2}{r-k+1} \cdot k^{m+1}\right)
$$

By the definition of $Z(m, r)$, the last expression is equal to $Z(m+1, r+1)$. Hence, the proof is complete.

Lemma 2: Let $Z(m, r)$ be $Z$-coefficients. Then:

$$
\begin{align*}
& \sum_{r=1}^{m} Z(m, r)=m!, \quad(m \geqslant 1, r=1, \ldots, m) ;  \tag{6}\\
& Z(m, r)=Z(m, m+1-r) \tag{7}
\end{align*}
$$

Equation (7) shows that Z-coefficients distribute symmetrically.

Proof of (6): By (4), the following equalities hold:

$$
\begin{aligned}
Z(m, 1)= & m \cdot Z(m-1,0)+1 \cdot Z(m-1,1), \\
Z(m, 2)= & (m-1) \cdot Z(m-1,1)+2 \cdot Z(m-1,2), \\
Z(m, 3)= & (m-2) \cdot Z(m-1,2)+3 \cdot Z(m-1,3), \\
\vdots & \vdots \\
Z(m, m)= & 1 \cdot Z(m-1, m-1)+m \cdot Z(m-1, m) .
\end{aligned}
$$

From these equalities with $Z(m-1,0)=0$ and $Z(m-1, m)=0$, we have

$$
\begin{aligned}
\sum_{r=1}^{m} Z(m, r) & =m \cdot(Z(m-1,1)+\cdots+Z(m-1, m-1)) \\
& =m \cdot \sum_{r=1}^{m-1} Z(m-1, r)
\end{aligned}
$$

Hence, by the definition of $Z(1,1)$,

$$
\sum_{r=1}^{m} Z(m, r)=m \cdot(m-1) \cdot \cdots \cdot 2 \cdot Z(1,1)=m!
$$

## AN EXPANSION OF $x^{m}$ AND ITS COEFFICIENTS

Proof of (7): We prove (7) by induction on $m$. It is clear that (7) holds for $m=1$. We assume that (7) holds for the positive integers not greater than $m$. We now show that (7) holds for $m+1$, i.e.,

$$
\begin{equation*}
Z(m+1, r)=Z(m+1, m+2-r) . \tag{8}
\end{equation*}
$$

By (3), we have

$$
Z(m+1, m+2-r)=r \cdot Z(m, m-r+1)+(m+2-r) \cdot Z(m, m+2-r) .
$$

By the induction hypothesis,

$$
Z(m, m-r+1)=Z(m, r), \quad Z(m, m+2-r)=Z(m, r-1) .
$$

Hence, by (3),

$$
\begin{aligned}
Z(m+1, m+2-r) & =r \cdot Z(m, r)+(m-r+2) \cdot Z(m, r-1) \\
& =Z(m+1, r) .
\end{aligned}
$$

Therefore, (8) holds, as required.
Now, we return to the proof of the Theorem.

Proof of Theorem: We shall prove the Theorem by induction on $m$. It is clear that the Theorem holds for $m=1$. We assume that (2) holds for positive integers not greater than $m$. We shall prove that (2) holds for $m+1$, i.e.,

$$
\begin{equation*}
x^{m+1}=\frac{1}{(m+1)!} \cdot \sum_{r=1}^{m+1}\left(Z(m+1, r) \cdot \prod_{i=1}^{m+1}(x+i-r)\right) \tag{9}
\end{equation*}
$$

By (3), we have

$$
\left.\left.\left.\begin{array}{rl}
\sum_{r=1}^{m+1}\left(Z(m+1, r) \cdot \prod_{i=1}^{m+1}(x+i-r)\right) \\
= & \sum_{r=1}^{m+1}((m-r
\end{array}\right) 2\right) \cdot Z(m, r-1) \cdot \prod_{i=1}^{m+1}(x+i-r)\right) .
$$

Since $Z(m, r-1)=0$ for $r=1$ and $Z(m, r)=0$ for $r=m+1$, the right-hand side of the above is equal to

$$
\begin{aligned}
\sum_{r=2}^{m+1}((m-r+2) \cdot & \left.Z(m, r-1) \cdot \prod_{i=1}^{m+1}(x+i-r)\right) \\
& +\sum_{r=1}^{m}\left(\left(r \cdot Z(m, r) \cdot \prod_{i=1}^{m+1}(x+i-r)\right)\right.
\end{aligned}
$$

Changing $r-1$ to $r$ in the first term, we have

$$
\begin{aligned}
\sum_{r=1}^{m}( & \left.(m+1-r) \cdot Z(m, r) \cdot \prod_{i=1}^{m+1}(x+i-r-1)\right) \\
& +\sum_{r=1}^{m}\left(r \cdot Z(m, r) \cdot \prod_{i=1}^{m+1}(x+i-r)\right) \\
= & (m+1) \cdot \sum_{r=1}^{m}\left(Z(m, r) \cdot \prod_{i=1}^{m+1}(x+i-r-1)\right) \\
& +\sum_{r=1}^{m}\left(r \cdot Z(m, r) \cdot\left(\prod_{i=1}^{m+1}(x+i-r)-\prod_{i=1}^{m+1}(x-1+i-r)\right)\right) \\
= & (m+1) \cdot \sum_{r=1}^{m}\left(Z(m, r) \cdot \prod_{i=1}^{m+1}(x+i-r-1)\right) \\
& +(m+1) \cdot \sum_{r=1}^{m}\left(r \cdot Z(m, r) \cdot \prod_{i=1}^{m}(x+i-r)\right) \\
= & (m+1) \cdot x \cdot \sum_{r=1}^{m}\left(Z(m, r) \cdot \prod_{i=1}^{m}(x+i-r)\right) .
\end{aligned}
$$

By the induction hypothesis, the last expression is equal to

$$
(m+1)!\cdot x^{m+1}
$$

Hence, (9) holds, as required.

## 4. REMARKS

4.1 If $x$ and $m(x<m)$ are positive integers, then (2) is reduced as follows:

$$
\begin{aligned}
x^{m}= & \frac{Z(m, 1)}{m!} \cdot x \cdot(x+1) \cdot \cdots \cdot(x+(m-1))+\frac{Z(m, 2)}{m!} \cdot(x-1) \cdot x \cdot \cdots \\
& \cdot(x+(m-2))+\cdots+\frac{Z(m, x)}{m!} \cdot 1 \cdot 2 \cdots \cdots m \\
= & \sum_{r=1}^{x}\left(\frac{Z(m, r)}{m!} \cdot \prod_{i=1}^{m}(x+i-r)\right)
\end{aligned}
$$

4.2 Calculating $Z(m, r)$ for $1 \leqslant m \leqslant 6, r=1, \ldots, m$, the following triangle is obtained:


Clearly, this triangle is obtained by simple calculation. For example, to get

## AN EXPANSION OF $x^{m}$ AND ITS COEFFICIENTS

$Z(6,3)=302$, write all the values of $Z(5, r)(r=1,2,3,4,5)$ in one line from left to right (see the line for $m=5$ ). Next, write $r$ as a left subscript for $Z(5, r)$, i.e., $r^{Z}(5, r)$. Finally, write $5-(r-1)$ as the right subscript for $Z(5, r)$, i.e., $Z(5, r)_{5-(r-1)}$. Then, we obtain

$Z(6,3)=302=26 \cdot 4+3 \cdot 66$, which gives equation (4):

$$
Z(m, r)=(m-r+1) \cdot Z(m-1, r-1)+r \cdot Z(m-1, r) .
$$

The symmetry of $Z$-coefficients is clear from the viewpoint of this construction method. The Pascal triangle is a special case of our triangle, i.e., the Pascal triangle is obtained by using 1 for all right- and left-hand subscripts. Let us call our triangle the "I-triangle."
4.3 By (6), it is clear that

$$
\sum_{r=1}^{m} I(m, r)=\sum_{r=1}^{m} \frac{Z(m, r)}{m!}=1
$$

4.4 It is an interesting problem to find the relation between $Z$-coefficients and Stirling numbers of the second kind (see [1]).
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## 1. INTRODUCTION

In [3] Davison proved that

$$
\sum_{n \geqslant 1} \frac{1}{2^{\lfloor n \alpha\rfloor}}=\frac{1}{2^{F_{0}}+} \frac{1}{2^{F_{1}}+} \frac{1}{2^{F_{2}}+\ldots}, \text { with } \alpha=\frac{1+\sqrt{5}}{2}
$$

where $F_{0}=0, F_{1}=1, F_{n+2}=F_{n+1}+F_{n}$, for $n \geqslant 0$, and $\lfloor x\rfloor$ is the greatest integer $\leqslant x$. In [1] the authors found the simple continued fraction for

$$
T(x, C)=(C-1) \sum_{n \geqslant 1} \frac{1}{C^{\lfloor n x\rfloor}}, \text { with real } x>1 \text { and } C>1
$$

In this paper, we shall prove a new generalization of Davison's Theorem (see Theorem 1).

## 2. CONVENTIONS AND USEFUL THEOREMS

Throughout this paper, make the following conventions:

$$
\alpha=\frac{1+\sqrt{5}}{2}
$$

Let $F_{n}$ be defined for negative $n$ by $F_{n+2}=F_{n+1}+F_{n}$.
Define $Y_{n}$ by: $Y_{0}$ and $Y_{1}$ are given real numbers such that $Y_{0}+Y_{1} \alpha>0$, and all other values of $Y_{n}$ are defined by $Y_{n+2}=Y_{n+1}+Y_{n}, n$ any integer.

Also, throughout, let the Fibonacci representation of an integer $K \geqslant 1$ be written as

$$
\begin{equation*}
K=F_{V_{1}}+F_{V_{2}}+\cdots+F_{V_{n}}, \tag{1}
\end{equation*}
$$

where $2 \leqslant V_{1}<_{2} V_{2}<_{2} \ldots<_{2} V$ and $a<_{2} b$ means that $a+2 \leqslant b$.
Define the function $e(K)$, for $K$ an integer $\geqslant 0$, by

$$
e(K)=0 \text { if } K=0 \text {; }
$$

otherwise,

$$
e(K)=F_{V_{1}-1}+F_{V_{2}-1}+\cdots+F_{V_{n}-1} \text {, where } K \text { has the representation (1). }
$$
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In the paper [4], setting $\alpha=\frac{\sqrt{5}+1}{2}$ gives

$$
\begin{equation*}
e(k)=\left\lfloor(k+1) \alpha^{-1}\right\rfloor, \text { for } k \geqslant 0 \tag{2}
\end{equation*}
$$

The convergence ranges for the series in this paper can easily be justified by comparing the series to geometric series. Because of the limit passing below, the convergence ranges for the continued fractions are also justified.

From [6], we will use the Euler-Minding Theorem:
If $\frac{A_{p}}{B_{p}}=1+\frac{C_{1}}{1+} \frac{C_{2}}{1+} \frac{C_{3}}{1+\cdots} \frac{C_{p}}{1}$, where $\left\{C_{k}\right\}$ is a sequence of nonzero real numbers for $k \geqslant 1$, then,

$$
\begin{aligned}
& A_{p}=1+\sum_{n \geqslant 1,1 \leqslant V_{1}<_{2} \ldots<_{2} V_{n} \leqslant P} C_{V_{1}} C_{V_{2}} \ldots C_{V_{n}}, \\
& B_{p}=1+\sum_{n \geqslant 1,2 \leqslant V_{1}<_{2} \ldots<_{2} V_{n} \leqslant P} C_{V_{1}} C_{V_{2}} \cdots C_{V_{n}} .
\end{aligned}
$$

Actually, all that is needed is the following corollary:
Write $A\left(C_{1}, C_{2}, \ldots, C_{p}\right)=A_{p}$, then notice $B_{p}=A_{p-1}\left(C_{2}, C_{3}, \ldots, C_{p}\right)$.
Now, let $P \rightarrow \infty$ and we have:

$$
\begin{equation*}
1+\frac{C_{1}}{1+} \frac{C_{2}}{1+} \frac{C_{3}}{1+\cdots}=\frac{A_{\infty}\left(C_{1}, C_{2}, \ldots\right)}{A_{\infty}\left(C_{2}, C_{3}, \ldots\right)} \tag{3}
\end{equation*}
$$

Notice that the indices on the summation for $A_{\infty}$ will be:

$$
n \geqslant 1,1 \leqslant V_{1}<_{2} V_{2}<_{2} \ldots<_{2} V_{n}
$$

## 3. THE MAIN THEOREMS


Proof: Set $C_{n}=a^{F_{n-1}} b^{F_{n}}$ in (3), with $|\alpha|,|b| \leqslant 1$, not both 1 , to get

$$
1+\frac{a^{F_{0}} b^{F_{1}}}{1+} \frac{a^{F_{1}} b^{F_{2}}}{1+\cdots}=\frac{1+\sum_{n \geqslant 1,1 \leqslant V_{1}<_{2} \ldots<_{2} V_{n}} a^{F_{v_{1}-1}+\cdots+F_{v_{n}-1}} b^{F_{v_{1}}+\cdots+F_{v_{n}}}}{1+\sum_{n \geqslant 1,1 \leqslant V_{1} \ll_{2} \ldots<_{2} V_{n}} a^{F_{v_{1}}+\cdots+F_{v_{n} b^{\prime}} F_{v_{1}+1}+\cdots+F_{v_{n}+1}}}
$$

Denote the numerator by $F(\alpha, b)$ and the denominator by $G(a, b)$.
Now,

$$
\begin{equation*}
F(b, \alpha b)=1+\sum_{n \geqslant 1,1 \leqslant V_{1}<2 \ldots<_{2} V_{n}} a^{F_{v_{1}}+\cdots+F_{v_{n}} b^{F_{v_{1}+1}+\cdots+F_{v_{n}+1}}=G(a, b) . . . . ~ . ~} \tag{4}
\end{equation*}
$$

Hence, we have

$$
\begin{equation*}
\frac{F(a, b)}{F(b, a b)}=1+\frac{a^{F_{0}} b^{F_{1}}}{1+} \frac{a^{F_{1}} b^{F_{2}}}{1+\cdots} \tag{5}
\end{equation*}
$$

From this, it follows that

$$
\frac{F(b, a b)}{F\left(a b, a b^{2}\right)}=1+\frac{a^{F_{1}} b^{F_{2}}}{1+} \frac{a^{F_{2}} b^{F_{3}}}{1+\cdots}
$$

so we find that

$$
\begin{equation*}
F(a, b)=F(b, a b)+b F^{\prime}\left(a b, a b^{2}\right) \tag{6}
\end{equation*}
$$

with $|a|,|b| \leqslant 1$, and not both 1 .
An expansion for $F(a, b)$ could now be reached by setting

$$
F(a, b)=\sum k_{n, m} a^{n} b^{m}, \text { with } n, m \geqslant 0,
$$

and equating coefficients in (6), but this route is tedious. Instead, notice that if in (4) the exponent of $b$ is $k$, then the exponent of $a$ will be $e(k)$ and because of Zeckendorf's Theorem (see [2]), $\mathcal{k}$ will range over the integers $>0$. Hence,

$$
F(b, a b)=1+\sum_{n \geqslant 1} a^{e(n)} b^{n}=\sum_{n \geqslant 0} a^{e(n)} b^{n} .
$$

Thus, we also get

$$
F(\alpha, \quad b)=\sum_{n \geqslant 0} a^{n-e(n)} b^{e(n)} .
$$

Using (2), we have

$$
\begin{equation*}
F(a, \quad b)=\sum_{n \geqslant 0} a^{n-\left\lfloor(n+1) \alpha^{-1}\right\rfloor} b^{\left\lfloor(n+1) \alpha^{-1}\right\rfloor}, \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
F(b, a b)=\sum_{n \geqslant 0} a^{l(n+1) \alpha^{-1}} b^{n} . \tag{8}
\end{equation*}
$$

Let $a=C^{A}$ and $b=C^{B}$ in (7) and (8) to get

$$
\begin{equation*}
F\left(C^{A}, C^{B}\right)=\sum_{n \geqslant 1} C^{A(n-1)+(B-A)\left\lfloor n \alpha^{-1}\right\rfloor}, \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left(C^{B}, C^{A+B}\right)=\sum_{n \geqslant 1} C^{B(n-1)+A\left[n \alpha^{-1}\right\rfloor} \tag{10}
\end{equation*}
$$

Set $A=Y_{0}-Y_{1}$ and $B=-Y_{0}$ in (10) to get

$$
\begin{equation*}
F\left(\left(\frac{1}{C}\right)^{Y_{0}},\left(\frac{1}{C}\right)^{Y_{1}}\right)=\sum_{n \geqslant 1}\left(\frac{1}{C}\right)^{Y_{0}(n-1)+\left(Y_{1}-Y_{0}\right)\left(n \alpha^{-1}\right\rfloor},|C|>1, \tag{11}
\end{equation*}
$$

or set $A=-Y_{0}$ and $B=-Y_{1}$ in (10) to get

$$
\begin{equation*}
F\left(\left(\frac{1}{C}\right)^{Y_{1}},\left(\frac{1}{C}\right)^{Y_{0}+Y_{1}}\right)=\sum_{n \geqslant 1}\left(\frac{1}{C}\right)^{Y_{1}(n-1)+Y_{0}\left\lfloor n \alpha^{-1}\right\rfloor},|C|>1 . \tag{12}
\end{equation*}
$$

From (5), we see that

$$
\frac{F\left(C^{Y_{0}}, C^{Y_{1}}\right)}{F\left(C^{Y_{1}}, C^{Y_{0}+Y_{1}}\right)}=1+\frac{C^{Y_{0} F_{0}+Y_{1} F_{1}}}{1+} \frac{C^{Y_{0} F_{1}+Y_{1} F_{2}}}{1+} \frac{C^{Y_{0} F_{2}+Y_{1} F_{3}}}{1+\cdots}, 0<C<1 .
$$

It is easy to show by induction that $Y_{n}=Y_{0} F_{n-1}+Y_{1} F_{n}$, for integer $n$; hence,

$$
\frac{F\left(C^{Y_{0}}, C^{Y_{1}}\right)}{F\left(C^{Y_{1}}, C^{Y_{0}+Y_{1}}\right)}=1+\frac{C^{Y_{1}}}{1+} \frac{C^{Y_{2}}}{1+} \frac{C^{Y_{3}}}{1+\cdots}, 0<C<1
$$

Replacing $C$ with its reciproval variable,

$$
\begin{aligned}
\frac{F\left(\left(\frac{1}{C}\right)^{Y_{0}},\left(\frac{1}{C}\right)^{Y_{1}}\right)}{F\left(\left(\frac{1}{C}\right)^{Y_{1}},\left(\frac{1}{C}\right)^{Y_{0}+Y_{1}}\right)} & =1+\frac{C^{-Y_{1}}}{1+} \frac{C^{-Y_{2}}}{1+} \frac{C^{-Y_{3}}}{1+\cdots}, C>1 \\
& =1+\frac{C^{Y_{0}} C^{-Y_{1}}}{C^{Y_{0}}+} \frac{C^{Y_{0}} C^{Y_{1}} C^{-Y_{2}}}{C^{Y_{1}}+} \frac{C^{Y_{1}} C^{Y_{2}} C^{-Y_{3}}}{C^{Y_{2}}+} \frac{C^{Y_{2}} C^{Y_{3}} C^{-Y_{4}}}{C^{Y_{3}}+\cdots},
\end{aligned}
$$

(by the equivalence relation (3.1) of [7])

$$
=1+\frac{C^{Y_{0}-Y_{1}}}{C^{Y_{0}}+} \frac{1}{C^{Y_{1}}+} \frac{1}{C^{Y_{2}}+\frac{1}{C^{Y_{3}}+\cdots}, C>1 . . . . . . . ~}
$$

Hence,

$$
\frac{F\left(\left(\frac{1}{C}\right)^{Y_{0}},\left(\frac{1}{C}\right)^{Y_{1}}\right) C^{-Y_{0}}}{F\left(\left(\frac{1}{C}\right)^{Y_{1}},\left(\frac{1}{C}\right)^{Y_{0}+Y_{1}}\right) C^{-Y_{1}}}=C^{Y_{-1}}+\frac{1}{C^{Y_{0}}+} \frac{1}{C^{Y_{1}}+} \frac{1}{C^{Y_{2}}+} \frac{1}{C^{Y_{3}}+\cdots}, C>1
$$

Substituting in (11) and (12) and simplifying yields the theorem.
Theorem 2: $\sum_{n \geqslant 1} C^{A(n-1)+(B-A)\left\lfloor n \alpha^{-1}\right\rfloor}=\sum_{n \geqslant 1} C^{B(n-1)+A\left\lfloor n \alpha^{-1}\right\rfloor}+C^{A(n-1)+B\lfloor n \alpha\rfloor}$, for $|C|<1$. Proof: Let $a=C^{A+B}$ and $b=C^{A+2 B}$ in (7) and simplify to get

$$
\begin{equation*}
F\left(C^{A+B}, \quad C^{A+2 B}\right)=\sum_{n \geqslant 1} C^{(A+B)(n-1)+B\left\lfloor n \alpha^{-1}\right\rfloor} \tag{13}
\end{equation*}
$$

Let $a=C^{A}$ and $b=C^{B}$ in (6) to get

$$
\begin{equation*}
F\left(C^{A}, C^{B}\right)=F\left(C^{B}, C^{A+B}\right)+C^{B} F\left(C^{A+B}, C^{A+2 B}\right) \tag{14}
\end{equation*}
$$

Now substitute (9), (10), and (13) into (14) and simplify to get the theorem.
Corollary 1: If $T=\sum_{n \geqslant 1} C^{Y_{k} n+Y_{k+1}[n \alpha]}$, for $C<1$, then $T_{k+2}=T_{k}-C^{-Y_{k+1}} T_{k+1}$, where $k$ is any integer.

Proof: Let $A=Y_{k+2}$ and $B=Y_{k+3}$ in Theorem 2 and simplify.

## A NEW GENERALIZATION OF DAVISON'S THEOREM

Corollary 2: $\sum_{n \geqslant 1} C^{F_{k} n+F_{k+1}\lfloor n \alpha\rfloor}$, for $C<1$, can be evaluated in terms of $\sum_{n \geqslant 1} C^{\lfloor n \alpha\rfloor}$ and rational functions of $C$ for any integer $k$. For example,

$$
\begin{equation*}
\sum_{n \geqslant 1} C^{n+2\lfloor n \alpha\rfloor}=\left(1+C^{-1}\right) \sum_{n \geqslant 1} C^{\lfloor n \alpha\rfloor}-(1+C)^{-1} \tag{15}
\end{equation*}
$$

Proof: Put $Y_{k}=F_{k}$ in Corollary 1. Notice that

$$
T_{-1}=\sum_{n \geqslant 1} C^{n}=\frac{C}{C-1} \quad \text { and } \quad T_{0}=\sum_{n \geqslant 1} C^{\lfloor n \alpha \mid}
$$

Now Corollary 2 follows by induction using Corollary 1. For example, we find

$$
T_{1}=\frac{C}{C-1}-T_{0} \quad \text { or } \quad \sum_{n \geqslant 1} C^{\left\lfloor n \alpha^{2}\right\rfloor}=\frac{C}{C-1}-\sum_{n \geqslant 1} C^{\lfloor n \alpha\rfloor}
$$

which is easily verified by Beatty's Theorem (see [5]). Applying Corollary 1 another time gives (15).
Corollary 3: $\sum_{n \geqslant 1}\left(\frac{1}{C}\right)^{F_{k} n+F_{k+1}\lfloor n \alpha\rfloor}$ is trancendental for integer $k \neq-1$ and integer
$C>1$.
Proof: From Corollary 2 we can see that the sum for $k \neq-1$ and rational function of $C$ added to a rational function of $C$ multiplied by $\sum_{n \geqslant 1}\left(\frac{1}{C}\right)^{\lfloor n \alpha\rfloor}$ which is transcendental by setting $\alpha=(1+\sqrt{5}) / 2$ in [1]. We can show by induction that the rational function which multiplies $\sum_{n \geqslant 1}\left(\frac{1}{C}\right)^{\lfloor n \alpha\rfloor}$ is nonzero; hence, the corollary follows.

Corollary 4: If $A$ and $B$ are integers not both zero, then the number of times that any integer occurs in the sequence

$$
A(n-1)+(B-A)\left\lfloor n \alpha^{-1}\right\rfloor, \text { for } n \geqslant 1
$$

is equal to the total number of times that integer occurs in the following sequences:

$$
B(n-1)+A\left\lfloor n \alpha^{-1}\right\rfloor, \text { for } n \geqslant 1, \text { and } A(n-1)+B\lfloor n \alpha\rfloor, \text { for } n \geqslant 1
$$

Proof: The proof follows immediately from Theorem 2.
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1. INTRODUCTION

It is the purpose of this paper to generalize the concept of Fibonacci primitive roots introduced by Shanks in [22]. This work was motivated by attempts to prove a conjecture of S . Chowla on class numbers of certain real quadratic fields. The generalized Fibonacci primitive roots which we introduce are interesting in their own right. Moreover, it turns out that Chowla's conjecture is more closely related to a generalized sequence of Fibonacci numbers which we introduce in $\S 2$ as a precursor to the generalized Fibonacci primitive roots. Thus, we first establish the generalized Fibonacci primitive roots and several of their properties in $\S 2$ before displaying the connection with the motivating work on Chowla's conjecture, at the end of the paper in §3.
2. GENERALIZED FIBONACCI PRIMITIVE ROOTS

Linear recurring sequences of the second order have been extensively explored since the last century. We have such sequences of integers $\left\{G_{i}\right\}$ defined by $G_{i}=m G_{i-1}+n G_{i-2}$ for $i>1$, where $G_{0}, G_{1}, m$ and $n$ are given integers. There has more recently been a plethora of papers dealing with these sequences as generalized Fibonacci numbers. As evidence, the reader may consult any of [1]-[4], [6]-[17], [20]-[21], and [26]-[31]. However, heretofore, there has been no generalization of Fibonacci primitive roots in the literature.

We consider the particular case of the $G_{i}$ where $m=1$ and $n>0$. Set $G_{i}=$ $F_{i}(n)$ and let $F_{0}(n)=1$ and $F_{1}(n)=g$, a positive integer. Thus,

$$
F_{i}(n)=F_{i-1}(n)+n F_{i-2}(n), \text { for } i>1
$$

[^0]Call $\left\{F_{i}(n)\right\}$ the $n^{\text {th }}-F i b o n a c c i$ sequence with base $g$ (or simply the $n^{\text {th }}$-FS base $g)$. The first Fibonacci sequence with base 1 is the ordinary Fibonacci sequence. Now let $p$ be a prime and let $g$ be a primitive root modulo $p$. We call $g$ an $n^{\text {th }}$-Fibonacci primitive root modulo $p$ (or simply an $n^{\text {th }}-$ FPR mod $p$ ) if satisfies:

$$
\begin{equation*}
x^{2} \equiv x+n(\bmod p) \tag{1}
\end{equation*}
$$

where g.c.d. $(p, n)=1$. The $n=1$ case yields the ordinary Fibonacci primitive roots introduced by Shanks [22] and for which properties were developed in [23] and [24] which, among others, we will have occasion to generalize later.

For the remainder of the paper we assume that $p$ is an odd prime and $n$ is a positive integer.

Lemma 1: If the positive integer $g$ is a solution of (1), then

$$
F_{i}(n) \equiv g F_{i-1}(n) \equiv g^{i}(\bmod p)
$$

for all positive integers $i$.
Proof: We use induction on $i$. If $i=1$, then $F_{1}(n)=g=g F_{0}(n)$. By definition of the $n^{\text {th }}-F S$ base $g$, we have that $F_{i}(n)=F_{i-1}(n)+n F_{i-2}(n)$ for $i>1$. By induction hypothesis:

$$
\begin{equation*}
F_{i-1}(n) \equiv g F_{i-2}(n) \equiv g^{i-1}(\bmod p) \tag{2}
\end{equation*}
$$

Therefore, $F_{i}(n) \equiv(g+n) F_{i-2}(n)(\bmod p)$. Thus, from (1), we obtain:
$F_{i}(n) \equiv g^{2} F_{i-2}(n)(\bmod p)$.
Hence, from (2) again, we get:
$F_{i}(n) \equiv g F_{i-1}(n) \equiv g^{i}(\bmod p) . \quad$ Q.E.D.
As an illustration of Lemma 1 , we have:
Example 1: Let $n=5, p=101$, and $g=42 ; 42$ is a $5^{\text {th }}-$ FPR mod 101. Moreover:
$F_{0}(5)=1, F_{1}(5)=42, F_{2}(5)=47=42+5 \equiv 42^{2}$,
$F_{3}(5)=257=47+5 \cdot 42 \equiv 42 \cdot 47 \equiv 42^{3}$,
$F_{4}(5)=492=257+5 \cdot 47 \equiv 42 \cdot 257 \equiv 42^{4}$,
$F_{5}(5)=1777=492+5 \cdot 257 \equiv 42 \cdot 492 \equiv 42^{5}$,
etc. (where $\equiv$ denotes congruence modulo 101).
The following observations will prove to be useful, and they generalize Shanks [23, A-D, p. 164].

Remark 1: If $g$ is an $n^{\text {th }}-F P R$ mod $p$, then either

$$
4 n \equiv-1(\bmod p) \quad \text { or } \quad((4 n+1) / p)=1
$$

where $(* / *)$ denotes the Legendre symbol. This is verified from the observation that $(2 g-1)^{2} \equiv 4 n+1(\bmod p)$ if (1) is satisfied by $g$.

Remark 2: If $(-n / p)=-1$, then there exists at most one $n^{\text {th }}-F P R$ mod $p$. To see this, we observe that the two solutions of (1) are

$$
g_{1}=(1+\sqrt{4 n+1}) / 2 \quad \text { and } \quad g_{2}=(1-\sqrt{4 n+1}) / 2
$$

whence, $g_{1} g_{2} \equiv-n(\bmod p)$. Therefore, one of $g_{1}$ or $g_{2}$ is a quadratic residue and the other is not. Hence, there is at most one $n^{\text {th }}-F P R \bmod p$. We now give examples of each case.

Example 2: If $n=4$ and $p=19, g=13$ is a $4^{\text {th }}-$ FPR $\bmod 19$. Since $(-4 / 19)=$ $-1, g=13$ is the on $1 \mathrm{y} 4^{\text {th }}-$ FPR mod 19 by Remark 2 .

Example 3: If $n=1$ and $p=3$, then $((4 n+1) / p)=(5 / 3)=-1$, whence 3 has no $1^{\text {st }}-$ FPR by Remark 1.

Remark 3: If $(-n / p)=1$, there may be two, one, or no $n^{\text {th }}-\mathrm{FPR}^{\prime} \mathrm{s} \bmod p$. The following examples illustrate the three cases.

Example 4: If $n=2$ and $p=41$, the solutions of (1) are $g_{1}=2$ and $g_{2}=40$, both of which are quadratic residues modulo 41 . Hence, 41 has no $2^{\text {nd }}-$ FPR's.

Example 5: If $n=3$ and $p=13, g=7$ is a $3^{\text {rd }}$-FPR mod 13. However, $7^{2} \equiv-3$ $(\bmod 13)$ and $7 x \equiv-3(\bmod 13)$ has only one solution. Hence, there is exactly one $3^{\mathrm{rd}}-$ FPR $\bmod 13$.

Example 6: If $n=6$ and $p=7$, then $g_{1}=3$ and $g_{2}=5$ are $6^{\text {th }}-$ FPR's mod 7.

Remark 4: If two $n^{\text {th }}-$ FPR's mod $p$ exist, say $g_{1}$ and $g_{2}$ with $0<g_{i}<p$ for $i=$ 1,2 , then $g_{1}+g_{2}=1+p$. This follows from Remark 2. As an instance of this, see Example 6, where $g_{1}+g_{2}=8=p+1$.

In Remarks 2 and 3, we saw that it is possible that no $n^{\text {th }}-$ FPR' $^{\text {'s }} \bmod p$ exist. We now provide a class of primes $p$ for which an $n^{\text {th }}$-FPR mod $p$ always exists. First we need a preliminary result that generalizes an idea of Shanks and Taylor [24].

## GENERALIZED FIBONACCI PRIMITIVE ROOTS

Lemma 2: Suppose that either $n=1$ or $p>n>2$ and $p=1+2 q$ where $q$ is prime and $n$ has order $q$ modulo $p$. If $g$ is a solution of ( 1 ), then $g$ is a primitive root modulo $p$ if and only if $g-1$ is one.

Proof: If $n=1$, then $g(g-1) \equiv 1(\bmod p)$ implies that $g$ and $g-1$ have the same order modulo $p$. Now we assume $p>n>2, p=2 q+1$, and $n$ has order $q$ modulo $p$. Since $g(g-1) \equiv n(\bmod p)$ from (1), we get $g^{q} \equiv(g-1)^{-q}(\bmod p)$. If $g$ is a primitive root modulo $p$, then $(g-1)^{q} \equiv-1(\bmod p)$. We cannot have $g-1 \equiv$ $-1(\bmod p)$, whence $g-1$ is a primitive root modulo $p$. Conversely, if $g-1$ is a primitive root modulo $p$, then $g^{q} \equiv-1(\bmod p)$. If $g \equiv-1(\bmod p)$, then from (1) we get that $n \equiv 2(\bmod p)$, contradicting the hypothesis. Q.E.D.

The following example illustrates the above.
Example 7: Let $p=47, g=20$, and $n=4.4$ has order 23 modulo 47,20 is a primitive root mod 47, and $g=20$ is a solution of (1), whence 19 is a primitive root mod 47.

Now, we provide a sufficient condition for the existence of an $n^{\text {th }}-F P R$ mod $p$. The following generalizes Mays's [18, Theorem, p. 111]. We follow Mays's reasoning in the initial part of the proof.

Theorem 1: Suppose that $n=1$ or $p>n>2$, and $((4 n+1) / p)=1$ where $p=1+$ $2 q$ is a prime with $q$ an odd prime. Furthermore, suppose that either $n=1$ or $n$ has order $q$ modulo $p$. Then $p$ has an $n^{\text {th }}-$ FPR.

Proof: Since $p \equiv 3(\bmod 4)$, at most one of $\alpha$ or $-\alpha$ is a primitive root modulo $p$ for any $\alpha$ in the range $2 \leqslant \alpha \leqslant(p-1) / 2=q$. But there are exactly

$$
\phi(p-1)=q-1=(p-3) / 2
$$

primitive roots modulo $p$, so exactly one of $\alpha$ or $-\alpha$ is a primitive root modulo $p$. Since $((4 n+1) / p)=1$, there are two distinct solutions of (1), namely, $g$ and $1-g$ (see Remarks 1 and 2). It suffices to show that either $g$ or $1-g$ is a primitive root modulo $p$. Suppose that $g$ is not a primitive root modulo $p$. Then, by Lemma 2, $g-1$ is not a primitive root modulo $p$. A1so, $g-1 \not \equiv 0, \pm 1$ (mod $p$ ) because $g$ satisfies (1) and $n \neq 0$, 2. Consequently, $g-1 \equiv \pm \beta(\bmod p)$ for some $\beta$ satisfying $2 \leqslant \beta \leqslant(p-1) / 2=q$; and so, $1-g$ is a primitive root modulo $p$. Q.E.D.

The following generalizes Shanks-Taylor [24, Theorem, p. 159].

Theorem 2: Suppose that either $n=1$ or $p>n>2$, and $p=1+2 q$, where $q$ is an odd prime and $n$ has order $q$ modulo $p$. If $g$ is an $n^{\text {th }}-F P R$ mod $p$, then $g-1$ and $g-(n+1)$ are primitive roots modulo $p$.

Proof: By Lemma 2, $g-1$ is a primitive root modulo $p$. Therefore, since

$$
(g-1)^{2} \equiv 1-g+n(\bmod p)
$$

we get

$$
(g-1)^{2+q} \equiv g-(n+1)(\bmod p)
$$

Since g.c.d. $(2 q, 2+q)=1$, we see that $g-(n+1)$ is a primitive root modulo $p$. Q.E.D.

Corollary 1: Suppose that $n$ is a positive integer such that $((4 n+1) / p)=1$, where $p=1+2 q$ is prime, with $q$ an odd prime. Further, suppose that either $n=1$ or $p>n>2$, where $n$ has order $q$ modulo $p$. Then, there is an $n^{\text {th }}-$ FPR $\bmod p$. If $g$ is such an FPR, then $g-1$ and $g-(n+1)$ are primitive roots modulo $p$.

Proof: The proof follows immediately from Theorems 1 and 2.

The following illustrates Corollary 1.
Example 8: Let $n=3$ and $p=23$. Then,

$$
((4 n+1) / p)=(13 / 23)=1 \equiv 3^{11}(\bmod 23)
$$

Thus, the hypothesis of Corollary 1 is satisfied and 15 is the $3^{\text {rd }}-F P R \bmod 23$. Moreover, $14^{11} \equiv-1(\bmod 23)$ and $11^{11} \equiv-1(\bmod 23)$.

We close this section with the observation that it is possible to give a more restrictive generalization of Fibonacci primitive roots, albeit a natural one.

Let $n$ be a positive integer and $p$ a prime with $p \equiv 1(\bmod n)$. Define $g$ to be an $n^{\text {th }}$-FPR modulo $p$ whenever $g$ has order $(p-1) / n$ modulo $p$ and (1) is satisfied by $g$.

Example 9: If $n=3, p=103$, and $g=31$, then 31 satisfies (1) and has order 34 modulo 103. Hence, under the preceding definition, 31 is a $3^{\text {th }}-F P R \bmod 103$, but it is not one under the earlier definition.

Example 10: If $n=2$ and $p=5$, then 2 satisfies (1) but 2 is a primitive root modulo 5 , so 2 is not a $2^{\text {nd }}-F P R$ mod 5 under the preceding definition but it is one under the earlier definition.

It would be of interest to see what developments would come out of a study of the latter definition.

## 3. CLASS NUMBERS OF REAL QUADRATIC FIELDS

In [5] S. Chowla conjectured that, if $p=m^{2}+1$ is prime and $m>26$, then $h(p)>1$ where $h(p)$ is the class number of $Q(\sqrt{p})$. In [19] we established that, if $r=m^{2}+1>17$ is square free where either $r$ is composite or $m \neq 2 q$ for an odd prime $q$, then $h(r)>1$. Furthermore, we showed that in the remaining case, $h(r)=1$ for at most finitely many $q$. Also we established

Theorem 3: Let $r=4 m^{2}+1$ be square free where $m$ is a positive integer. Then the following are equivalent.
(a) $h(r)=1$.
(b) $p$ is inert in $Q(\sqrt{x})$ for all primes $p<m$.
(c) $f(x)=-x^{2}+x+m^{2} \not \equiv 0(\bmod p)$ for all integers $x$ and primes $p$ satisfying $0<x<p<m$.
(d) $f(x)$ is equal to a prime for all integers $x$ satisfying $1<x<m$.

The following links §2 and §3 and provides a criterion for the solvability of (1). For convenience, we let $F_{i}(n)=F_{i}$ in what follows.

Theorem 4: If $n$ is a positive integer relatively prime to $p$, then $g$ is a solution of (1) if and only if the $n^{\text {th }}-$ FS base $g$ satisfies $F_{i+1} F_{i-1} \equiv F_{i}^{2}(\bmod p)$ for some $i>1$. Moreover, if $g$ is a solution of (1), then $F_{i+1} F_{i-1} \equiv F_{i}^{2}$ (mod $p)$ for all $i>0$.

Proof: By Horadam [12, (27), p. 440]: $F_{i+1} F_{i-1}-F_{i}^{2}=(-n)^{i-1}\left(g+n-g^{2}\right)$ for all $i>0$. The result follows. Q.E.D.

Therefore, we have the following conjecture based on the preceding data.
Conjecture: If $n=q^{2}$, where $q>13$ is an odd prime and $4 q^{2}+1$ is prime, then there is an $n^{\text {th }}-$ FS base $g,\left\{F_{i}(n)\right\}$, for some $g$ satisfying $F_{i+1} F_{i-1} \equiv F_{i}^{2}(\bmod p)$ for a prime $p$ with $0<g<p<q$.
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Note added in proof: Since the writing of this paper, substantial progress has been made. The author and H. C. Williams have used a suitable Riemann hypothesis to prove the Chowla conjecture. In fact, we have found all real quadratic fields of Richaud-Degert-type having class number one.
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1. The classical cuboid is a rectangular block with integral edges and face diagonals. If we consider the internal diagonal as we11, then there are seven lengths in all. It is known [3] that any six of the seven lengths can be integral. We can call such cuboids semi-perfect. Semi-perfect cuboids fall into three categories such that there is no integral specification for:
(1) the internal diagonal,
(2) one face diagonal,
(3) one edge.

If all seven lengths were integral, then we would have what is known as a perfect cuboid. No such perfect cuboids are known; indeed, their existence is a classical open question. It is known [3] that there are an infinity of semiperfect cuboids in all categories, as certain parametric solutions are known. Unfortunately, none of these solutions is complete. Clearly, if perfect cuboids exist, they must fall into all three categories and so the complete determination of all semi-perfect cuboids in any one category would reduce the problem of perfect cuboids to the consideration of the seventh nonspecified length. It has been shown that some of these partial parametric solutions cannot be perfect (see [2], [3], and [4]). In this paper we shall determine a two-parameter solution for category (3) which is the generalization of a solution first given by Bromhead [1], and then show in a simple manner that this too can never give a perfect cuboid.
2. It is instructive first to consider the smallest real solutions (with $c>0$ ) in category (3). If we measure the size of the cuboid by the length of the internal diagonal $d$ (say) with edges $\alpha, b$, and $\sqrt{c}$, then Leech [3] has given the smallest solutions. The first four being

| $a$ |  | $c$ | $d$ |
| ---: | ---: | ---: | :---: |
| 520 | 5 | 576 | 618849 |
| 1800 | 1443 | 461776 | 1105 |
| 1480 | 969 | 6761664 | 3145 |
| 124 | 957 | 13852800 | 3845 |
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where $a^{2}+b^{2}, a^{2}+c, b^{2}+c$, and $a^{2}+b^{2}+c$ are all square. If $\sqrt{c}$ were itself integral, then of course the cuboid would be perfect.
3. Following Bromhead's solution [1], we have $a^{2}+b^{2}$ square and, hence,

$$
a=k(2 u v) \quad \text { and } \quad b=k\left(u^{2}-v^{2}\right) .
$$

If we write $a^{2}+c=p^{2}$ and $b^{2}+c=q^{2}$, then $p^{2}+b^{2}=q^{2}+a^{2}$, and each is a square. Therefore, $p=k_{1}\left(2 u_{1} v_{1}\right)$ or $k_{1}\left(u_{1}^{2}-v_{1}^{2}\right)$ with $k_{1}\left(u_{1}^{2}-v_{1}^{2}\right)=k\left(u^{2}-v^{2}\right)$ or $k_{1}\left(2 u_{1} v_{1}\right)=k\left(u^{2}-v^{2}\right)$. Similarly, $q=k_{2}\left(u_{2}^{2}-v_{2}^{2}\right)$ or $k_{2}\left(2 u_{2} v_{2}\right)$; hence,

$$
k_{2}\left(2 u_{2} v_{2}\right)=k(2 u v) \quad \text { or } \quad k_{2}\left(u_{2}^{2}-v_{2}^{2}\right)=k\left(u^{2}-v^{2}\right)
$$

Finally, $k_{1}\left(u_{1}^{2}+v_{1}^{2}\right)=k_{2}\left(u_{2}^{2}+v_{2}^{2}\right)$ in all cases.
Since we need only consider cuboids with $\left(\alpha^{2}, b^{2}, c\right)=1$, we can reduce the problem to solving the systems:

$$
3.1 \text { (1) } \begin{aligned}
k_{1}\left(u_{1}^{2}+v_{1}^{2}\right) & =k_{2}\left(u_{2}^{2}+v_{2}^{2}\right) & \text { or } \quad(2) \quad k_{1}\left(u_{1}^{2}+v_{1}^{2}\right) & =k_{2}\left(u_{2}^{2}+v_{2}^{2}\right) \\
k_{1}\left(u_{1}^{2}-v_{1}^{2}\right) & =k\left(u^{2}-v^{2}\right) & k_{1}\left(2 u_{1} v_{1}\right) & =k\left(u^{2}-v^{2}\right) \\
k_{2}\left(2 u_{2} v_{2}\right) & =k(2 u v) & k_{2}\left(2 u_{2} v_{2}\right) & =k(2 u v)
\end{aligned}
$$

in integers. Thus, we can say that all primitive semi-perfect cuboids in category (3) must satisfy either system (1) or system (2). Of the four "smallest" real solutions listed above the smallest satisfies system (2) and the next three satisfy system (1). Bromhead's one-parameter solution satisfies system (1) when $k=k_{1}=k_{2}$, and the smallest solution with this condition is the fourth.
4. We shall now determine a two-parameter solution of system (1) when $k=k_{1}=$ $k_{2}$. We have:
4.1 $\quad u_{1}^{2}+v_{1}^{2}=u_{2}^{2}+v_{2}^{2}$;
4.2 $u_{1}^{2}-v_{1}^{2}=u^{2}-v^{2}$;
4.3 $\quad u_{2} v_{2}=u v$.

The general solution of 4.1 is
4.4 $(m p+n q)^{2}+(m q-n p)^{2}=(m q+n p)^{2}+(m p-n q)^{2}$.

Writing 4.2 as $u_{1}^{2}+v^{2}=u^{2}+v_{1}^{2}$, its solution is:
4.5 $\left(m_{1} p_{1}+n_{1} q_{1}\right)^{2}+\left(m_{1} q_{1}-n_{1} p_{1}\right)^{2}=\left(m_{1} p_{1}-n_{1} q_{1}\right)^{2}+\left(m_{1} q_{1}+n_{1} p_{1}\right)^{2}$.

Putting $\quad m p+n q=m_{1} p_{1}+n_{1} q_{1}$
and $\quad m q-n p=m_{1} q_{1}+n_{1} p_{1}$,
a rational solution is given by:
1988]
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4.6 $p_{1}=q, q_{1}=p, m_{1}=\frac{n\left(q^{2}+p^{2}\right)}{q^{2}-p^{2}}, n_{1}=\frac{m\left(q^{2}-p^{2}\right)-2 n p q}{q^{2}-p^{2}}$

Therefore,
4.7 $u=\left(n q\left(q^{2}+3 p^{2}\right)-m p\left(q^{2}-p^{2}\right)\right) / q^{2}-p^{2}$,
$4.8 v=\left(n p\left(3 q^{2}+p^{2}\right)-m q\left(q^{2}-p^{2}\right)\right) / q^{2}-p^{2}$.
Finally, we require, from 4.3, that
4.9 $(m q+n p)(m p-n q)=\left(m p-\frac{n q\left(q^{2}+3 p^{2}\right)}{q^{2}-p^{2}}\right)\left(m q-\frac{n p\left(3 q^{2}+p^{2}\right)}{q^{2}-p^{2}}\right)$

Let $n=\lambda\left(q^{2}-p^{2}\right)$, then
4.10

$$
\left(m q+\lambda p\left(q^{2}-p^{2}\right)\right)\left(m p-\lambda q\left(q^{2}-p^{2}\right)\right)
$$

$$
=\left(m p-\lambda q\left(q^{2}+3 p^{2}\right)\right)\left(m q-\lambda p\left(3 q^{2}+p^{2}\right)\right)
$$

Multiplying in (4.10) and simplifying, we have,

$$
2 m p q=\lambda\left(q^{2}+p^{2}\right)^{2} ;
$$

therefore,

$$
m=\frac{\lambda\left(q^{2}+p^{2}\right)^{2}}{2 p q}
$$

Let $\lambda=2 p q$, then

$$
n=2 p q\left(q^{2}-p^{2}\right) \quad \text { and } \quad m=\left(q^{2}+p^{2}\right)^{2}
$$

Hence, we have a solution where:

$$
4.11 \begin{aligned}
u_{1} & =p\left(q^{2}+p^{2}\right)^{2}+2 p q^{2}\left(q^{2}-p^{2}\right)=p\left(p^{4}+3 q^{4}\right) ; \\
v_{1} & =q\left(q^{2}+p^{2}\right)^{2}-2 p^{2} q\left(q^{2}-p^{2}\right)=q\left(3 p^{4}+q^{4}\right) ; \\
u_{2} & =q\left(q^{2}+p^{2}\right)^{2}+2 p^{2} q\left(q^{2}-p^{2}\right)=q\left(q^{4}+4 q^{2} p^{2}-p^{4}\right) ; \\
v_{2} & =p\left(q^{2}+p^{2}\right)^{2}-2 p q^{2}\left(q^{2}-p^{2}\right)=p\left(p^{4}+4 p^{2} q^{2}-q^{4}\right) ; \\
u & =2 p q^{2}\left(q^{2}+3 p^{2}\right)-p\left(q^{2}+p^{2}\right)^{2}=p\left(q^{4}+4 p^{2} q^{2}-p^{4}\right) ; \\
v & =2 p^{2} q\left(3 q^{2}+p^{2}\right)-q\left(q^{2}+p^{2}\right)^{2}=q\left(p^{4}+4 p^{2} q^{2}-q^{4}\right) .
\end{aligned}
$$

This gives the solution:
4.12

$$
\begin{aligned}
& a=2 p q\left(p^{4}+4 p^{2} q^{2}-q^{4}\right)\left(q^{4}+4 p^{2} q^{2}-p^{4}\right) ; \\
& b=p^{2}\left(q^{4}+4 p^{2} q^{2}-p^{4}\right)^{2}-q^{2}\left(p^{4}+4 p^{2} q^{2}-q^{4}\right)^{2} ; \\
& c=32 p^{2} q^{2}\left(p^{4}-q^{4}\right)^{2}\left(p^{8}+14 p^{4} q^{4}+q^{8}\right)
\end{aligned}
$$

Bromhead's solution corresponds to $p=t+1, q=t$. We need only consider values of $p$ and $q$ such that $(p, q)=1$. If $p=2$ and $q=1$, we have:
$a=124 ; \quad b=957 ; \quad c=13852800$.

The signs of $\alpha$ and $b$ are, of course, irrelevant and so we will always take the absolute value.
5. We know that if $c$ itself is square, then the cuboid will be perfect. Looking at the form given for $c$, this requires that $p^{8}+14 p^{4} q^{4}+q^{8}$ is twice a square. We shall now prove that this is not possible. Set
$5.1 p^{8}+14 p^{4} q^{4}+q^{8}=2 w^{2}$, where $(p, q)=1$,
then $p$ and $q$ must both be odd, and
$5.2\left(p^{4}-q^{4}\right)^{2}+\left(4 p^{2} q^{2}\right)^{2}=2 w^{2}$.
The general solution of 5.2 is known to be
$5.3 p^{4}-q^{4}=k\left(m^{2}-2 m n-n^{2}\right)$ or $k\left(m^{2}+2 m n-n^{2}\right)$,
$5.4 \quad 4 p^{2} q^{2}=k\left(m^{2}+2 m n-n^{2}\right)$ or $k\left(m^{2}-2 m n-n^{2}\right)$

$$
w=k\left(m^{2}+n^{2}\right)
$$

From 5.3 and 5.4,

$$
p^{4}-q^{4}+4 p^{2} q^{2}=2 k\left(m^{2}-n^{2}\right)
$$

If $m$ and $n$ have the same parity, then $8 \mid 2 k\left(m^{2}-n^{2}\right)$. However, $8 \nmid p^{4}-q^{4}+$ $4 p^{2} q^{2}$ since $8 / p^{4}-q^{4}$ but not $4 p^{2} q^{2}$. Therefore, $m$ and $n$ must have opposite parities, in which case $m^{2} \pm 2 m n-n^{2}$ is odd. Hence, from 5.3, we have that 8|k. From 5.4, it follows that $8 / 4 p^{2} q^{2}$, which is impossible because $p$ and $q$ are both odd. It also follows that $c$ can never be square, so the semi-perfect cuboids generated by 4.12 can never be perfect.
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1. INTRODUCTION

Let $x$ be an $n$-digit number expressed in base $g$; thus,

$$
x=\sum_{i=0}^{n-1} a_{i} g^{i} \text { with } 0 \leqslant \alpha_{i}<g \text { and } a_{n-1} \neq 0
$$

Let $k$ be a positive integer. Then $x$ is called $k$-transposable if and only if

$$
\begin{equation*}
k x=\sum_{i=0}^{n-2} a_{i} g^{i+1}+a_{n-1} \tag{1}
\end{equation*}
$$

Clearly, $x$ is l-transposable if and only if all of its digits are equal. Thus, we assume $k>1$.

Kahan [2] studied decadic $K$-transposable integers. He showed that $k$ must equal 3, that $x_{1}=142857$ and $x_{2}=285714$ are 3-transposable, and that all other 3-transposable integers are obtained by concatenating $x_{1}$ or $x_{2} m$ times, $m \geqslant 1$.

In [1], this author studied $k$-transposable integers for an arbitrary base g. Necessary and sufficient conditions were given for an $n$-digit, $g$-adic number to be $k$-transposable.

When a $k$-transposable integer is multiplied by $k$, its digits are shifted one place to the left with the leading digit moving to the units place. In this paper, we will generalize this shift of one place to a shift of $j$ places, $1 \leqslant j<n$.

## 2. TRANSPOSABLE INTEGERS WITH ARBITRARY SHIFTS

We say that the $n$-digit number $x=\sum_{i=0}^{n-1} \alpha_{i} g^{i}$ is a $k$-transposable, $j$-shift integer, or a ( $k, j$ )-integer for short, if and only if

$$
\begin{equation*}
k x=\sum_{i=0}^{n-1-j} a_{i} g^{i+j}+\sum_{i=n-j}^{n-1} a_{i} g^{i-(n-j)}, \text { for } 1 \leqslant j<n \text { and } 1<k<g \tag{2}
\end{equation*}
$$

For example, again consider the decadic integers 142857 and 285714 . Since
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$$
\begin{aligned}
& 6(142857)=857142 \\
& 2(285714)=571428
\end{aligned}
$$

142857 is a ( 6,3 )-integer, while 285714 is a (2, 2)-integer.
We shall study ( $k, j$ )-integers for an arbitrary base $g$. Kahan [3] has determined all decadic n-digit ( $k, n-1$ )-integers. He called these $\mathcal{K}$-reverse transposable integers.

Rearranging the terms in (2), we get

$$
\begin{equation*}
\left(k g^{n-j}-1\right) \sum_{i=n-j}^{n-1} a_{i} g^{i-(n-j)}=\left(g^{j}-k\right) \sum_{i=0}^{n-1-j} a_{i} g^{i} \tag{3}
\end{equation*}
$$

Let $d$ be the greatest common divisor of $k g^{n-j}-1$ and $g^{j}-k$. Then the following lemma is immediate.

Lemma 1: Let $x$ be an $n$-digit, ( $k, j)$-integer and let $d=\left(k g^{n-j}-1, g^{j}-k\right)$. Then $d$ satisfies the following:
(i) $(g, d)=1$
(ii) $(k, d)=1$
(iii) $k<d$
(iv) $g^{n} \equiv 1(\bmod d)$

The following theorem gives necessary and sufficient conditions for the existence of ( $k, j$ )-integers.

Theorem 1: There exists an $n$-digit, ( $k, j$ )-integer if and only if there is an integer $d$ with the following properties:
(i) $(k, d)=1$
(ii) $k<d$
(iii) $a \mid g^{j}-k$
(iv) $g^{n} \equiv 1(\bmod d)$

Proof: Lemma 1 shows that (i)-(iv) are necessary with $d=\left(k g^{n-j}-1, g^{j}-k\right)$.
Now, suppose there exists a $d$ satisfying (i)-(iv). Note that $d$ divides $k g^{n-j}-1$ since

$$
k g^{n-j}-1 \equiv g^{j} g^{n-j}-1 \equiv g^{n}-1 \equiv 0(\bmod d)
$$

We now construct $\left[\frac{d}{k}\right](k, j)$-integers $x_{t}$. Let

$$
x_{t}=\sum_{i=0}^{n-1} b_{t, i} g^{i}, \text { with } t=1, \ldots,\left[\frac{d}{k}\right]
$$

The coefficients $b_{t, n-1}, \ldots, b_{t, n-j}$ are given by

$$
\begin{equation*}
\sum_{i=n-j}^{n-1} b_{t, i} g^{i-(n-j)}=\frac{g^{j}-k}{d} t \tag{4}
\end{equation*}
$$

We obtain (4) by dividing (3) by $g^{j}-k$ and requiring that $\sum_{n-j}^{n-1} b_{t, i} g^{i-(n-j)}$ be a multiple of $\frac{g^{j}-k}{d}$, since $d^{2}$ divides $k g^{n-j}-1$. Note that the highest power of $g$ which occurs on each side of (4) is $j-1$, so the coefficients $b_{t, i}$ are well defined. Using (3) we find that $b_{t, 0}, \ldots, b_{t, n-j-1}$ are to be defined by

$$
\begin{equation*}
\sum_{i=0}^{n-1-j} b_{t, i} g^{i}=\frac{k g^{n-j}-1}{d} t \tag{5}
\end{equation*}
$$

Equation (5) is also well defined, since $k t \leqslant d$.
We note here that the proof of Theorem 1 is a constructive one. The digits of $k$-transposable integers are found using (4) and (5). We now show that all $g$ have ( $k, j$ )-integers.

Theorem 2: If $g=5$ or $g \geqslant 7$, then $g$ has a $(k, j)$-integer for all $j \geqslant 1$. If $g=3,4$, or 6 , then $g$ has a $(k, j)$-integer for $j \geqslant 2$.

Proof: If $g=5$ or $g \geqslant 7$, choose $k$ satisfying the following:

$$
2 \leqslant k \leqslant g / 2 \quad \text { and } \quad(k, g)=1
$$

Then $d=g^{j}-k, j \geqslant 1$, satisfies (i)-(iii) of Theorem 1 ; further, $(d, g)=1$. Hence, there exists $n$ such that $g^{n} \equiv 1(\bmod d)$. By Theorem $1, g$ has a $(k, j)-$ integer.

For $g=3,4$, or 6 , choose $k$ such that

$$
2 \leqslant k<g \quad \text { and } \quad(k, g)=1
$$

Again, let $d=g^{j}-k, j \geqslant 2$, and apply Theorem 1 . For these $g$, no ( $k, 1$ )integers exist.

For $j$ fixed, we now show that up to concatenation there are only a finite number of ( $k, j$ )-integers.

Theorem 3: Suppose $x=\sum_{i=0}^{n-1} a_{i} g^{i}$ is a (k,j)-integer. Let $d=\left(k g^{n-j}-1\right.$, $g^{j}-k$ ) and let $N$ be the order of $g$ in $U_{d}$, the group of units of $Z_{d}$. Then $x$ equals some ( $k, j$ )-integer concatenated $n / N$ times.

Proof: Since $g^{n} \equiv 1(\bmod d), n$ is a multiple of $N$. Let

$$
x_{t}=\sum_{i=0}^{N-1} b_{t, i} g^{i}, t=1, \ldots,\left[\frac{d}{k}\right]
$$

## GENERALIZED TRANSPOSABLE INTEGERS

be the $N$-digit integers given by equations (4) and (5).
In (3), $\sum_{i=n-j}^{n-1} \alpha_{i} g^{i-(n-j)}$ must be a multiple of $\frac{g^{j}-k}{d}$. Thus, for some $t$,
so

$$
\begin{aligned}
& \sum_{i=n-j}^{n-1} a_{i} g^{i-(n-j)}=\left(\frac{g^{j}-k}{d}\right) t=\sum_{i=N-j}^{N-1} b_{t, i} g^{i-(N-j)} \\
& a_{n-i}=b_{t, N-i}, \text { for } i=1, \ldots, j
\end{aligned}
$$

Thus,

$$
\sum_{i=0}^{n-1-j} a_{i} g^{i}=\left(\frac{k g^{n-j}-1}{d}\right) t=g^{n-N}\left(\frac{k g^{N-j}-1}{d}\right) t+\left(\frac{g^{n-N}-1}{d}\right) t
$$

Note that $k t \leqslant d$. Now, since

$$
\sum_{i=0}^{N-1-j} b_{t, i} g^{i}=\left(\frac{k g^{N-j}-1}{d}\right) t,
$$

we must have

$$
a_{n-i}=b_{t, N-i}, i=j+1, \ldots, N
$$

Further,

$$
\left(\frac{g^{n-N}-1}{d}\right) t=\left(\frac{g^{j}-k}{d}\right) \operatorname{tg}^{n-N-j}+\left(\frac{k g^{n-N-j}-1}{d}\right) t
$$

Hence,

$$
\sum_{i=n-N-j}^{n-N-1} a_{i} g^{i}=\left(\frac{g^{j}-k}{d}\right) \operatorname{tg}^{n-N-j}
$$

or

$$
\sum_{i=n-N-j}^{n-N-1} a_{i} g^{i-(n-N-j)}=\left(\frac{g^{j}-k}{d}\right) t=\sum_{i=N-j}^{N-1} b_{t, i} g^{i-(N-j)}
$$

Thus, $a_{n-N-i}=b_{t, N-i}, i=1, \ldots, j$, and $a_{n-N-i}=b_{t, N-i}, i=j-1, \ldots, N$. Continuing, we find that $x$ equals $x_{t}$ concatenated $n / N$ times.

$$
\text { 3. }(k, 1) \text {-INTEGERS ARE ALSO }(\ell, j) \text {-INTEGERS }
$$

In some cases ( $k, 1$ )-integers are also ( $\ell, j$ )-integers. Consider the multiples of the decadic (3, 1)-integer $y=142857$ :

$$
2 y=285714 ; \quad 4 y=571428 ; \quad 5 y=714285 ; \quad 6 y=857142
$$

Thus, $y$ is also a $(2,2),(4,4),(5,5)$, and $(6,3)$-integer. We observe that $y$ is an ( $\ell, j$ )-integer when $\ell \equiv 3^{j}(\bmod 7)$. Here $7=d=\left(g-k, k g^{n-1}-1\right)$, with $g=10, k=3$, and $n=6$. We will show that this is always the case when ly is an $n$-digit number. The following lemmas will be useful.

Lemma 2: Suppose $x=\sum_{i=0}^{n-1} a_{i} g^{i}$ is a $(k, 1)$-integer. Let $d=\left(g-k, k g^{n-1}-1\right)$.
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Then

$$
d x=\frac{d}{g-k} a_{n-1}\left(g^{n}-1\right)
$$

Proof: Since $d$ divides $g-k, d=\frac{g-k}{r}$ for some $r$. Thus, we have:

$$
\begin{aligned}
d \sum_{i=0}^{n-1} a_{i} g^{i} & =\frac{1}{r}(g-k) \sum_{i=0}^{n-1} a_{i} g^{i}=\frac{1}{r}\left[\sum_{i=0}^{n-1} a_{i} g^{i+1}-\sum_{i=0}^{n-2} a_{i} g^{i+1}-a_{n-1}\right] \\
& =\frac{1}{r} a_{n-1}\left(g^{n}-1\right)=\frac{d}{g-k} a_{n-1}\left(g^{n}-1\right) .
\end{aligned}
$$

Lemma 3: Suppose $x=\sum_{i=0}^{n-1} a_{i} g^{i}$ is a ( $k, 1$-integer. Then, for $j \geqslant 2$, we have
where

$$
k^{j} x=\sum_{i=0}^{n-j-1} a_{i} g^{i+j}+\sum_{i=n-j}^{n-1} \alpha_{i} g^{i-(n-j)}+r_{j}\left(g^{n}-1\right)
$$

$$
r_{j}=\sum_{i=2}^{j}\left(a_{n-i}-k^{i-1} \alpha_{n-1}\right) g^{j-i} .
$$

Proof: The proof is by induction. Since the initial step with $j=2$ is similar to the induction step, we will do only the latter. Consider

$$
\begin{aligned}
k^{j+1} x= & k^{j}\left(\sum_{i=0}^{n-2} a_{i} g^{i+1}+a_{n-1}\right)=g k^{j} \sum_{i=0}^{n-1} a_{i} g^{i}-k^{j} a_{n-1}\left(g^{n}-1\right) \\
= & g\left[\sum_{i=0}^{n-j-1} a_{i} g^{i+j}+\sum_{i=n-j}^{n-1} a_{i} g^{i-(n-j)}+r_{j}\left(g^{n}-1\right)\right]-k^{j} a_{n-1}\left(g^{n}-1\right) \\
= & \sum_{i=0}^{n-j-2} a_{i} g^{i+j+1}+\sum_{i=n-j-1}^{n-1} a_{i} g^{i-(n-j-1)} \\
& +\left(a_{n-j-1}-k^{j} a_{n-1}\right)\left(g^{n}-1\right)+r_{j} g\left(g^{n}-1\right) \\
= & \sum_{i=0}^{n-j-2} a_{i} g^{i+j+1}+\sum_{i=n-j-1}^{n-1} a_{i} g^{i-(n-j-1)}+r_{j+1}\left(g^{n}-1\right)
\end{aligned}
$$

Theorem 4: Suppose that $x=\sum_{i=0}^{n-1} \alpha_{i} g^{i}$ is a ( $k, 1$ )-integer. Let $d=(g-k$, $\mathrm{kg}^{n-1}-1$ ). Suppose $\ell x$ is an $n$-digit number with $\ell<d$. Then $x$ is an ( $\ell, j$ )integer if $\ell \equiv k^{j}(\bmod d)$.

Proof: Since $\ell \equiv k^{j}(\bmod d), \ell=k^{j}-s d$ for some nonnegative integer $s$. Then by Lemmas 2 and 3,

$$
\ell x=\sum_{i=0}^{n-j-1} a_{i} g^{i+j}+\sum_{i=n-j}^{n-1} a_{i} g^{i-(n-j)}+\left(r_{j}-s \frac{d}{g-k} a_{n-1}\right)\left(g^{n}-1\right) .
$$

Since $l x$ is an $n$-digit number, $r_{j}-s \frac{d}{g-k} a_{n-1}$ must equal zero. Hence, $x$ is an ( $\ell, j$ )-integer.
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While ( $k, 1$ )-integers give rise to ( $l, j$ )-integers, an ( $l, j$ )-integer need not be a ( $k, 1$ )-integer. For example, the decadic number 153846 is a (4, 5)integer, but it is not a ( $k, 1$ )-integer for any $k$.
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INTRODUCTION
It is well known that the $q$-binomial (Gaussian) coefficients $\left[\begin{array}{l}n \\ r\end{array}\right]$ satisfy the "finite" Euler identity ([2], p. 101):

$$
\prod_{n-1 \geqslant i \geqslant 0}\left(1+q^{i} x\right)=1+\sum_{n \geqslant r \geqslant 1}\left[\begin{array}{l}
n \\
r
\end{array}\right] q^{\binom{r}{2}} x^{r},
$$

and that their $q$-adic limits

$$
\lim _{n \rightarrow \infty}\left[\begin{array}{l}
n \\
r
\end{array}\right]=\prod_{r \geqslant i \geqslant 1}\left(1-q^{i}\right)^{-1}
$$

satisfy the "infinite" Euler identity ([1], p. 254; [2], p. 105):

$$
\prod_{i \geqslant 0}\left(1+q^{i} x\right)=1+\sum_{r \geqslant 1} \prod_{r \geqslant i \geqslant 1}\left(1-q^{i}\right)^{-1} q\binom{r}{2} x^{r}
$$

In [5], we showed that the $q$-polynomial coefficients $\left[\begin{array}{c}n \cdot m \\ r\end{array}\right]$ satisfy the generalized "finite" Euler identity:

$$
\prod_{n-1 \geqslant i \geqslant 0}\left(\sum_{m \geqslant j \geqslant 0} q^{i j m+\binom{j}{2}} x^{j}\right)=1+\sum_{n m \geqslant r \geqslant 1}\left[\begin{array}{c}
n_{0} m \\
r
\end{array}\right] q^{\binom{r}{2}} x^{r} .
$$

We now complete the analogy by showing that the $q$-adic limits of these $q$-polynomial coefficients $G_{r}^{(m)}$ (for each $m \geqslant 1$ ) satisfy a recurrence relation which generalizes that satisfied by

$$
\prod_{r \geqslant i \geqslant 1}\left(1-q^{i}\right)^{-1}
$$

and the generalized infinite Euler identity:

$$
\prod_{i \geqslant 0}\left(\sum_{m \geqslant j \geqslant 0} q^{i j m+\binom{j}{2}} x^{j}\right)=1+\sum_{r \geqslant 1} G_{r}^{(m)} q^{\binom{r}{2}} x^{r}
$$

This paper is organized as follows. We begin in Section 1 by defining the basic graphical terms. We then make the first of two valuations of the digraph in Section 2. In Section 3, the recurrence formula for $G_{r}^{(m)}$ is proved. The
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generalized infinite Euler identity is proved in Section 4, and Section 5 contains a short discussion of the special cases $m=1$ and $m=2$.

We recall here the definition of the $q$-polynomial coefficients (see [4], [5], and [6]). Let ( $m_{1}, \ldots, m_{n}$ ) denote the multiset on $\{1, \ldots, n\}$ in which the multiplicity of $i$ is $m_{n}$. The number of elements in ( $m_{1}, \ldots, m_{n}$ ) is $m_{1}+$ $\ldots+m_{n}$ and is denoted by $\left|\left(m_{1}, \ldots, m_{n}\right)\right|$. We abbreviate the multiset ( $m_{1}$, $\ldots, m_{n}$ ) in which $m_{1}=\ldots=m_{n}=m$ to ( $n . m$ ). A multisubset ( $\alpha_{1}, \ldots, \alpha_{n}$ ) of (n.m) satisfies $\alpha_{i} \leqslant m$, for $i=1, \ldots, n$, and it uniquely determines a complementary multisubset $\left(\alpha_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)$ satisfying $a_{i}+a_{i}^{!}=m(i=1, \ldots, n)$. An inversion between the multisets $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$, in that order, is a pair ( $i, j$ ), where $i$ is an element of the multiset $\left(\alpha_{1}, \ldots, \alpha_{n}\right.$ ) and $j$ is an element of $\left(b_{1}, \ldots, b_{n}\right)$, and $i>j$. Let $I\left(\alpha_{1}, \ldots, a_{n}\right)$ denote the number of inversions between $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $\left(\alpha_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)$, where $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a multisubset of (n.m). The q-polynomial coefficient $\left[\begin{array}{c}n_{0} m \\ p\end{array}\right]$ is defined to be the generating function

$$
\left[\begin{array}{c}
n_{0} m \\
r
\end{array}\right]=\sum_{\left|\left(a_{1}, \ldots, a_{n}\right)\right|=r} q^{I\left(a_{1}, \ldots, a_{n}\right)}
$$

## 1. GRAPHS

Let $m$ be a fixed positive integer. We consider the digraph with vertices all the lattice points in the first quadrant of the plane

$$
\{(i, j) \mid i, j \geqslant 0\}
$$

and directed edges

$$
(i, j) \rightarrow(i+1, j),(i, j) \rightarrow(i, j+1)(i, j \geqslant 0) .
$$

We will call a vertex an m-vertex if there is a nonnegative integer $k$ such that $i+j=k m$. We will call a path of the form

$$
\begin{aligned}
(i, j) & \rightarrow(i+1, j) \rightarrow \cdots \rightarrow(i+a, j) \\
& \rightarrow(i+a, j+1) \rightarrow \cdots \rightarrow(i+a, j+b),
\end{aligned}
$$

where $(i, j$ ) is an $m$-vertex and $a+b=m$, an $m$-arc, and we will denote it by

$$
(i, j) \rightarrow \rightarrow(i+a, j+b)
$$

An $m$-arc of the form $(i, j) \rightarrow \rightarrow(i, j+m)$ will be called a vertical m-arc.
A finite sequence of consecutive $m$-arcs beginning with the origin followed by an infinite sequence of consecutive vertical $m$-arcs is called an $m$-path. In
an $m$-path, if $(r-a, s-b) \rightarrow \rightarrow(r, s)$, where $\alpha+b=m$, is the last nonvertical m-arc, $(r, s)$ will be called the terminal m-vertex of the m-path. The part of an $m$-path between ( 0,0 ) and its terminal m-vertex will be called the valuable part of the $m$-path.

## 2. VALUATION

Until Section 4, we will assign to all directed edges of the form ( $i, j$ ) $\rightarrow$ $(i+1, j)$ the monomial $q^{j} x$ and directed edges of the form $(i, j) \rightarrow(i, j+1)$ the trivial monomial $1(i, j \geqslant 0)$.

The product of all the monomials on the $m$-path $p$ ( $m$-arc) is then called the value of the $m$-path $p$ ( $m$-arc) and is denoted by $v(p ; q, x$ ). Clearly, the value of an m-path is completely determined by its valuable part. In fact, if ( $r$, $s$ ) is the terminal $m$-vertex, and if

$$
\begin{aligned}
(0,0) \rightarrow \rightarrow\left(\alpha_{1}, \alpha_{1}^{\prime}\right) & \rightarrow\left(\alpha_{1}+\alpha_{2}, \alpha_{1}^{\prime}+a_{2}^{\prime}\right) \rightarrow \rightarrow \cdots \\
& \rightarrow\left(\alpha_{1}+\cdots+a_{n}, a_{1}^{\prime}+\cdots+a_{n}^{\prime}\right)=(r, s)
\end{aligned}
$$

is the valuable part of the $m$-path, the value of the $m$-path $p$ is

$$
v(p ; q, x)=q^{a_{2} a_{1}^{\prime}+a_{3}\left(a_{1}^{\prime}+a_{2}^{\prime}\right)+\cdots+a_{n}\left(a_{1}^{\prime}+\cdots+a_{n-1}^{\prime}\right)} x^{r} .
$$

Observe that

$$
I\left(a_{1}, \ldots, a_{n}\right)=a_{2} a_{1}^{\prime}+a_{3}\left(a_{1}^{\prime}+a_{2}^{\prime}\right)+\cdots+a_{n}\left(a_{1}^{\prime}+\cdots+a_{n-1}^{\prime}\right)
$$

This shows $v(p ; q, x)=q^{I\left(a_{1}, \ldots, a_{n}\right)} x^{r}$. Hence,
Lemma 1: $\left[\begin{array}{c}n \cdot m \\ p\end{array}\right]=\sum v(p ; q, 1)$, where the sum is over all m-paths from ( 0,0 ) to ( $r, n m-r$ ).

We note that $I\left(\alpha_{1}, \ldots, a_{n}\right)$ is also equal to the number of unit squares (area) under the $m$-path $p$ ([3], p. 13).

Theorem 1: Keeping the above notation, we have

$$
\begin{aligned}
I\left(\alpha_{1}, \ldots, a_{n}\right) & =I\left(a_{n}^{\prime}, \ldots, a_{1}^{\prime}\right) . \\
\text { Proof: } I\left(\alpha_{n}^{\prime}, \ldots, a_{1}^{\prime}\right) & =a_{n-1}^{\prime} a_{n}+\alpha_{n-2}^{\prime}\left(\alpha_{n}+\alpha_{n-1}\right)+\cdots+\alpha_{1}^{\prime}\left(\alpha_{n}+\cdots+\alpha_{2}\right) \\
& =a_{2} a_{1}^{\prime}+\alpha_{3}\left(a_{1}^{\prime}+\alpha_{2}^{\prime}\right)+\cdots+a_{n}\left(\alpha_{1}^{\prime}+\cdots+a_{n-1}^{\prime}\right) \\
& =I\left(a_{1}, \ldots, a_{n}\right) . \quad \text { Q.E.D. }
\end{aligned}
$$

## 3. RECURRENCE RELATIONS

Let $G^{(m)}(q, x)$ denote the power series obtained from summing the value of all the $m$-paths. Writing in the ascending powers of $x$,

$$
G^{(m)}(q, x)=1+\sum_{r \geqslant 1} G_{r}^{(m)} x^{r},
$$

we see that $G_{r}^{(m)}=\sum v(p ; q, 1)$, where the sum is over the set of $m$-paths with terminal $m$-vertex on the line $x=r$. Lemma 1 now implies

Corollary 2: $\left[\begin{array}{c}n . m \\ r\end{array}\right] \rightarrow G_{r}^{(m)}$, as $n \rightarrow \infty$ 。
Theorem 3: Let $G_{0}^{(m)}=1, G_{r}^{(m)}=0$, if $r<0$. Then, for all $r>1$,

$$
G_{r 3}^{(m)}=\left(1-q^{r m}\right)^{-1}\left(\sum_{m \geqslant i \geqslant 1} q^{(r-i)(m-i)} G_{r-i}^{(m)}\right) .
$$

Proof: Let $p$ be an $m$-path with terminal $m$-vertex on the line $x=r$. Choose the largest $k$ such that $(0, k m)$ is an $m$-vertex of $p$ and let $(i,(k+1) m-i)$ be the next $m$-vertex, $1 \leqslant i \leqslant m$. Then

$$
v(p ; q, 1)=q^{r k m+(r-i)(m-i)} v\left(p^{\prime} ; q, 1\right)
$$

where $p^{\prime}$ is the $m$-path obtained by deleting the part from ( 0,0 ) to ( $i,(k+$ 1) $m$ - i) from $p$ and then translating so that the starting point is at the origin. The sum of $v\left(p^{\prime} ; q, 1\right)$ for all such $p^{\prime}$ is $G_{r-i}^{(m)}$. Thus,

$$
\begin{aligned}
G_{r}^{(m)} & =\sum_{k \geqslant 0} q^{r k m}\left(\sum_{m \geqslant k \geqslant 1} q^{(r-i)(m-i)} G_{r-i}^{(m)}\right) \\
& =\left(1-q^{r m}\right)^{-1}\left(\sum_{m \geqslant i \geqslant 1} q^{(r-i)(m-i)} G_{r-i}^{(m)}\right) \text { Q.E.D. }
\end{aligned}
$$

## 4. IDENTITIES

Now, we multiply an additional factor of $q^{i}$ to each monomial $q^{j} x$ already assigned to the directed edges between the lines $x=i$ and $x=i+1$. Thus, the total sum of the values of all the $m$-paths is clearly changed from
to

$$
1+\sum_{r \geqslant 1} G_{r}^{(m)} x^{r}
$$

$$
1+\sum_{r \geqslant 1} G_{r}^{(m)} q^{\binom{r}{2}} x^{r}
$$

On the other hand, the sum of the values of the m-arcs emanating from each mvertex ( $r, s$ ) satisfying $r+s=i m$ is now uniformly equal to

$$
\sum_{m \geqslant j \geqslant 0} q^{i j m+\binom{j}{2}_{x}^{j}}
$$

## LIMITS OF q-POLYNOMIAL COEFFICIENTS

Since each $m$-path consists of a valuable part followed by an infinite sequence of consecutive vertical m-arcs the value of which is 1 , and since the valuable part consists of a finite sequence of consecutive $m$-arcs starting with ( 0,0 ) and ending at its terminal m-vertex, the total sum of the values of the $m$-paths is equal to

$$
\prod_{i \geqslant 0}\left(\sum_{m \geqslant j \geqslant 0} q^{i j m+\binom{j}{2}_{x^{j}}}\right) .
$$

Equating these two formal power series and invoking Corollary 2, we obtain
Theorem 4: Let $G_{r}^{(m)}$ be the $q$-adic limit of $\left[\begin{array}{c}n . m \\ r\end{array}\right]$ as $n \rightarrow \infty$. Then they satisfy

$$
\prod_{i \geqslant 0}\left(\sum_{m \geqslant j \geqslant 0} q^{i j m+\binom{j}{2}} x^{j}\right)=1+\sum_{r \geqslant 1} G_{r}^{(m)} q^{\binom{r}{2}} x^{r} .
$$

It should be noted that Theorem 4 also follows directly from Theorem 3.

## 5. SPECIAL CASES

The case $m=1$ is, of course, the Euler identity:

$$
\prod_{i \geqslant 0}\left(1+q^{i} x\right)=1+\sum_{r \geqslant 1} G_{r}^{(1)} q^{\binom{r}{2}} x^{r},
$$

where $G_{0}^{(1)}=1$, and $G_{r}^{(1)}=\prod_{r \geqslant i \geqslant 1}\left(1-q^{i}\right)^{-1}$, if $r \geqslant 1$.
When $m=2$, the recurrence for $G_{r}^{(2)}$ is

$$
G_{r}^{(2)}=\left(1-q^{2 r}\right)^{-1} q^{r-1} G_{r-1}^{(2)}+\left(1-q^{2 r}\right)^{-1} G_{r-2}^{(2)}
$$

where $G_{0}^{(2)}=1, G_{-1}^{(2)}=0$. If we let $r$ be $\geqslant 1, a_{r-1}=\left(1-q^{2 r}\right)^{-1} q^{r-1}$, and $b_{r-2}=$ $\left(1-q^{2 r}\right)^{-1}$, the recurrence can be written as

$$
G_{r}^{(2)}=a_{r-1} G_{r-1}^{(2)}+b_{r-2} G_{r-2}^{(2)}
$$

Using this notation, we may write the infinite product identity for the case $m=2$ as

$$
\begin{aligned}
&\left(1+x+q x^{2}\right)\left(1+q^{2} x+q^{5} x^{2}\right) \ldots\left(1+q^{2} x+q^{4 r+1} x^{2}\right) \ldots \\
&= 1+a_{0} q^{\left(\frac{1}{2}\right)} x+\left(a_{0} a_{1}+b_{0}\right) q^{\left(\frac{2}{2}\right)} x^{2}+\left(a_{0} a_{1} a_{2}+b_{0} a_{2}+a_{0} b_{1}\right) q^{\left(\frac{3}{2}\right)} x^{3} \\
&+\left(a_{0} a_{1} \alpha_{2} a_{3}+b_{0} a_{2} a_{3}+a_{0} b_{1} a_{3}+a_{0} a_{1} b_{2}+b_{0} b_{1}\right) q^{\left(\frac{4}{2}\right)} x^{4} \\
&+\cdots+\left(\sum_{a_{i} a_{i+1} \mid \rightarrow b_{i}} a_{0} a_{1} \ldots a_{r-1}\right) q^{\left(\frac{r}{2}\right)} x^{r}+\cdots \\
&=1+\left(1-q^{2}\right)^{-1} q^{\left(\frac{1}{2}\right)} x+\left\{\left(1-q^{2}\right)^{-1} q\left(1-q^{4}\right)^{-1}+\left(1-q^{4}\right)^{-1}\right\} q^{\left(\frac{2}{2}\right)} x^{2}
\end{aligned}
$$

(continued)

## LIMITS OF $q$-POLYNOMIAL COEFFICIENTS

$$
\begin{aligned}
& +\left\{\left(1-q^{2}\right)^{-1} q\left(1-q^{4}\right)^{-1} q^{2}\left(1-q^{6}\right)^{-1}+\left(1-q^{4}\right)^{-1} q^{2}\left(1-q^{6}\right)^{-1}\right. \\
& \left.+\left(1-q^{2}\right)^{-1}\left(1-q^{6}\right)^{-1}\right\} q^{\left(\frac{3}{2}\right)} x^{3}+\cdots
\end{aligned}
$$

Here, by the notation,

$$
\sum_{a_{i} a_{i+1} \mid+b_{i}} a_{0} a_{1} \ldots a_{r-1}
$$

we mean that the sum is over all possible products obtainable from $a_{0} a_{1} \ldots$ $\alpha_{r-1}$ by replacing in it blocks of two consecutive $\alpha_{i} \alpha_{i+1}$ by $b_{i}$. There are $F_{r}$ (Fibonacci number) such formal terms in $G_{r}^{(2)}$. This can be seen, by induction, from

$$
\begin{aligned}
G_{r}^{(2)} & =a_{r-1} G_{r-1}^{(2)}+b_{r-2} G_{r-2}^{(2)} \\
& =\left(\sum_{a_{i} a_{i+1} \mid+b_{i}} a_{0} a_{1} \ldots a_{r-2}\right) a_{r-1}+\left(\sum_{a_{i} a_{i+1} \mid \rightarrow b_{i}} a_{0} a_{1} \ldots a_{r-3}\right) b_{r-2} \\
& =\sum_{a_{i} a_{i+1} \mid \rightarrow b_{i}} a_{0} a_{1} \ldots a_{r-1} .
\end{aligned}
$$
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# PERIODICITY OF A COMBINATORIAL SEQUENCE <br> BJORN POONEN <br> Student, Harvard College, Cambridge, MA 02138 <br> (Submitted July 1986) 

In June 1985, twenty-three other high school students and I trained for the International Mathematical Olympiad in a three-week session hosted by the U.S. Military Academy. There I, along with three classmates (John Dalbec, Jeremy Kahn, and Joseph Keane) and the two coaches (Professor Cecil Rousseau and Gregg Patruno) considered $\omega(n)$, defined as the number of possible outcomes in a race among $n$ horses with multiple ties permitted. This sequence was first studied by A. Cayley [1] as the number of a certain type of tree having $n+1$ terminal nodes. His results have been extended by the more recent papers of Gross [3] and Good [2].

Before uncovering these three papers, we independently proved eleven results which can be found in [1], page 113, [2], pages 11-14, and [3], pages 58. Although we found that Good's statement (p. 13),

$$
\begin{equation*}
\left|\omega(n)-\frac{n!}{2(\ln 2)^{n+1}}\right|<\frac{1}{2} \text { for a11 } n<16 \tag{1}
\end{equation*}
$$

could be extended to $n<17$, the only important new results were my proofs of Good's Conjectures 1-5. These conjectures are concerned with the behavior of the sequence modulo $r$. To prove these, we need the following lemmas.

Lemma 1: If $n, k \geqslant 1$, and we define $\omega(0)=1$, then

$$
\begin{equation*}
2^{k} \omega(n)=\sum_{j=1}^{k-1} 2^{k-j-1} j^{n}+\sum_{j=0}^{n} k^{j}\binom{n}{j} \omega(n-j) \tag{2}
\end{equation*}
$$

Proof of Lemma 1: We have, by equation (4) of [2],

$$
\begin{aligned}
2^{k} \omega(n) & =2^{k} \sum_{j=1}^{k-1} \frac{j^{n}}{2^{j+1}}+2^{k} \sum_{i=0}^{\infty} \frac{(i+k)^{n}}{2^{i+k+1}} \\
& =\sum_{j=1}^{k-1} 2^{k-j-1} j^{n}+\sum_{i=0}^{\infty} \sum_{j=0}^{n} \frac{\binom{n}{j} i^{n-j} k^{j}}{2^{i+1}} \\
& =\sum_{j=1}^{k-1} 2^{k-j-1} j^{n}+\sum_{j=0}^{n} k^{j}\binom{n}{j} \omega(n-j) .
\end{aligned}
$$

Note that, we we let $k=1$ in Lemma 1 , we obtain a relation derived by Cayley ([1], p. 113). Similar1y, we can prove

$$
\begin{equation*}
2^{-k} \omega(n)=-\sum_{j=0}^{k} 2^{j-k-1}(-j)^{n}+\sum_{j=1}^{n}(-k)^{j}\binom{n}{j} \omega(n-j) . \tag{3}
\end{equation*}
$$

From Lemma 1, we have the following useful result.

Corollary; If $n, k \geqslant 1$, then

$$
\begin{equation*}
\left(2^{k}-1\right) \omega(n) \equiv \sum_{j=1}^{k-1} 2^{k-j-1} j^{n}(\bmod k) \tag{4}
\end{equation*}
$$

It is interesting to note that the corollary, along with Fermat's Theorem, provides a simple proof of Theorem 5 in [2]. Now we shall use the corollary to prove another lemma.

Lemma 2: For an odd prime $p$, let $q=p^{m}$ and $r=p^{m+1}$ be consecutive powers of $p$. Suppose the sequence $\omega(\alpha), \omega(\alpha+1), \ldots$ modulo $r$ has period $c$, where $c$ is a multiple of $\phi(q)$. Then

$$
\begin{equation*}
0 \equiv \sum_{k=0}^{q-1} 2^{q-k-1}\left[(g+k p)^{c}-1\right] \quad(\bmod r) \tag{5}
\end{equation*}
$$

for $g=1,2, \ldots, p-1$.
Proof: From the corollary to Lemma 1, we find that, for all $n \geqslant \alpha$,

$$
0 \equiv\left(2^{r}-1\right)[\omega(n+c)-\omega(n)] \equiv \sum_{j=1}^{r-1} 2^{r-j-1} j^{n}\left(j^{c}-1\right) \quad(\bmod r)
$$

It follows that for any polynomial $P(j)$ with integral coefficients,

$$
\sum_{j=1}^{r-1} 2^{r-j-1} j^{n} P(j)\left(j^{c}-1\right) \equiv 0 \quad(\bmod r)
$$

Let $P(j)=1-(j-g)^{p-1}$ and let $n$ be a multiple of $\phi(r)$ greater than $\alpha$. By repeated use of theorems of Fermat and Euler, we make the following sequence of observations concerning the terms of the sum that are nonvanishing (mod $r$ ):

$$
\begin{aligned}
& j \not \equiv 0(\bmod p), j^{n} \equiv 1(\bmod r), j^{c}-1 \equiv 0(\bmod q), \\
& j \equiv g(\bmod p), P(j) \equiv 1(\bmod p), P(j)\left(j^{c}-1\right) \equiv j^{c}-1(\bmod r) .
\end{aligned}
$$

Thus, the sum reduces to

$$
\sum_{k=0}^{q-1} 2^{r-(g+k p)-1}\left[(g+k p)^{c}-1\right] \equiv 0 \quad(\bmod r)
$$

Now $p-(g+k p)-1 \equiv q-g-k-1(\bmod p-1)$. Also, since $c$ is a multiple of $\phi(q)$, we have $\left[(g+k p)^{c}-1\right] \equiv 0(\bmod q)$. Thus, by Fermat's Theorem, we 1988]
may substitute $2^{q-g-k-1}$ for $2^{r-(g+k p)-1}$ in the last equation. Finally, multiplying by $2^{g}$, we obtain

$$
\sum_{k=0}^{q-1} 2^{q-k-1}\left[(g+k p)^{c}-1\right] \equiv 0 \quad(\bmod r)
$$

Now we are ready to prove the theorems.

Theorem 1: Modulo a prime $p$, the period of the sequence $[\omega(n)]$ is at least $p$ - 1. This, along with Good's Theorem 5, implies that the period is exactly $p-1$.

Proof of Theorem 1: For $p=2$, the result is clear. If $p \geqslant 3$, let $c$ be the minimum period. Applying Lemma 2 with $\alpha=1$ and $q=0$, and with $g$ a primitive root modulo $p$, we have

$$
0 \equiv 2^{p-1-g}\left(g^{c}-1\right)(\bmod p)
$$

However, $2^{p-l-g}$ is not divisible by $p$, so $g^{c}-1$ must be. Since we chose $g$ as a primitive root modulo $p$, we must have $c \geqslant p-1$.

Theorem 1 does not imply that, if $\omega(n) \equiv 0(\bmod p)$, then $n \equiv 0(\bmod p-1)$. [A counterexample is $\omega(3) \equiv 0$ (mod 13.] Proofs of three of Good's conjectures in [1] depended on this result:

$$
\operatorname{GCF}(\omega(n), \omega(n+1))=1, \operatorname{GCF}(\omega(n)-1, \omega(n+1)-1)=2, \text { and } n \mid \omega(n)
$$

for all $n$. The first is false because $\omega(1090), \omega(1091)$, and $\omega(1092)$ are all divisible by 1093. The second and third are still open.

Theorem 2: If $q=p^{m}$ with $p$ prime, then for all $n \geqslant m$,

$$
\begin{equation*}
\omega(n+\phi(q)) \equiv \omega(n) \quad(\bmod q) \tag{6}
\end{equation*}
$$

where $\phi$ is Euler's totient function.
Proof of Theorem 2: Since $n \geqslant m$, the terms in the sum given by (4) with $j$ divisible by $p$ will drop out. The result then follows from $j^{n+\phi(q)} \equiv j^{n}(\bmod q)$, which is Euler's Theorem.

Theorem 2 does not tell us that the period of the sequence $\{\omega(n)\}$ modulo $q$ is exactly $\phi(q)$ for $q$ a power of a prime. We know only that the minimum period must be a factor of $\phi(q)$. Theorem 3 shows that, when $q$ is the power of an odd prime, this fundamental period is no less than $\phi(q)$. To prove this, we need one more lemma.

## PERIODICITY OF A COMBINATORIAL SEQUENCE

Lemma 3: For an odd prime $p$, let $q=p^{m}$ and $r=p^{m+1}$. Then, for any integer $k$, $(1+k p)^{\phi(q)}-1=-k q(\bmod r)$.

Proof: By the binomial theorem,

$$
(1+k p)^{\phi(q)}=\sum_{i=0}^{\phi(q)}\binom{\phi(q)}{i}(k p)^{i}
$$

Let $f(n)$ denote the greatest integer $d$ such that $p^{d}$ divides $n$. Then

$$
f\left(\binom{\phi(q)}{i} p^{i}\right)=\sum_{j=\phi(q)-i+1}^{\phi(q)} f(j)-\sum_{j=1}^{i} f(j)+i=f(\phi(q))-f(i)+i
$$

Since $f(\phi(q)-j)=f(j)$ for any $j$ with $0<j<\phi(q)$. But if $f(i)>0$, then

$$
i \geqslant p^{f(i)} \geqslant 3^{f(i)} \geqslant f(i)+2
$$

so $i-f(i) \geqslant 2$ for all $i \geqslant 2$. Also, $f(\phi(q))=m-1$, so if we look at the binomial expansion modulo $r$, all but the first two terms drop out:

$$
(1+k p)^{\phi(q)}-1 \equiv 1+\phi(q)(k p)-1 \equiv-k q(\bmod r)
$$

Theorem 3: Let $p$ be an odd prime. Then, modulo $p^{m}$, the sequence

$$
\omega(m), \omega(m+1), \omega(m+1), \ldots
$$

has period exactly $\phi\left(p^{m}\right)$ 。
Proof of Theorem 3: Theorem 1 proved the case $m=1$. Now suppose that Theorem 3 holds for a certain $m$. We shall prove that it must also hold for $m+1$. Let $q=p^{m}$, let $r=p^{m+1}$, and let $c$ be the minimum period of the sequence $\{\omega(n)\}$ modulo $r$. By the inductive hypothesis, $\phi(q)$ is the period modulo $q$, so $c$ must be a multiple of $\phi(q)$. By Theorem 2, c must be a factor of $\phi(r)$. But $\phi(r)=$ $p \phi(q)$, so $c$ is either $\phi(q)$ or $\phi(p)$.

Suppose $c=\phi(q)$. Applying Lemma 2 with $\alpha=m$ and $g=1$ yields

$$
0 \equiv \sum_{k=0}^{q-1} 2^{q-k-1}\left[(1+k p)^{c}-1\right] \equiv \sum_{k=0}^{q-1} 2^{q-k-1}(-k q)(\bmod r),
$$

by Lemma 3. Evaluating this sum, we obtain

$$
0 \equiv\left(2^{q}-q-1\right) q \equiv-q(\bmod r) \quad(\text { by Fermat's Theorem), }
$$

a contradiction. Thus, $c=\phi(r)$, and the induction is complete.
We now proceed to consider the sequence modulo a power of 2 .
Theorem 4: If $1 \leqslant m \leqslant n-4$, then

$$
\begin{equation*}
\omega\left(n+2^{m}\right) \equiv \omega(n)+2^{m+4}\left(\bmod 2^{m+5}\right) \tag{7}
\end{equation*}
$$

## PERIODICITY OF A COMBINATORIAL SEQUENCE

Proof of Theorem 4: Set $k=2^{m+5}$ in the corollary of Lemma 1 . Then $2^{k}-1 \equiv$ $-1(\bmod k)$, so

$$
\omega(n+c)-\omega(n) \equiv-\sum_{j=1}^{k-1} 2^{k-j-1} j^{n}\left(j^{c}-1\right) \quad(\bmod k)
$$

Now set $c=2^{m}$. The terms with even $j$ drop out because $2^{k-j-1}$ is even and $j^{n}$ is divisible by $2^{m+4}$. The terms with odd $j \leqslant k-5$ also drop out since $2^{k-j-1}$ is divisible by $2^{4}$ and $j^{c}-1$ is divisible by $2^{m+1}$ (by Euler's Theorem). Thus, our sum reduces to

$$
\begin{aligned}
& \omega(n+c)-\omega(n) \\
& \equiv-2^{2}(k-3)^{n}\left[(k-3)^{c}-1\right]-(k-1)^{n}\left[(k-1)^{c}-1\right] \quad(\bmod k) \\
& \equiv-4(-3)^{n}\left(3^{c}-1\right) \quad(\bmod k) .
\end{aligned}
$$

To show that this is congruent to $2^{m+4}$ modulo $2^{m+5}$, it suffices to prove that $2^{m+2}$ is the highest power of 2 dividing

$$
3^{2^{m}}-1=\left(3^{2^{m-1}}+1\right)\left(3^{2^{m-2}}+1\right) \ldots(3+1)(3-1)
$$

This is true since the second-to-last factor is 4 and each of the other $m$ factors is congruent to 2 modulo 4.

Theorem 5: If $\omega(n)$ is expressed in binary notation as

$$
a_{n 0}+2 a_{n 1}+2^{2} a_{n 2}+2^{3} a_{n 3}+\ldots
$$

then the sequence $a_{m m}, a_{(m+1) m}, a_{(m+2) m}, \ldots$ runs into a cycle whose lengths for $m=0,1,2,3, \ldots$ are, respectively, 1, 2, 2, 1, 2, 4, 8, ... . From this, it follows that, modulo $2^{m}$, the sequence $\omega(m-1), \omega(m), \omega(m+1)$, ... has period 1 when $m=1$, period 2 when $2 \leqslant m \leqslant 4$, and period $2^{m-4}$ when $m \geqslant 5$. [We define $\omega(0)=1$.

Proof of Theorem 5: By Theorem 4 with $m=1$, if $n \geqslant 5$, then

$$
\omega(n+1) \equiv \omega(n) \quad(\bmod 32)
$$

so for $m<5$, the sequence $\alpha_{5 m}, a_{6 m}, a_{7 m}, \ldots$ is periodic with period dividing 2. [The period is 1 iff $\alpha_{5 m}=a_{6 m}$, which we see holds iff $m=3$, by observing the five least significant binary digits of $\omega(5)$ and $\omega(6)$.$] Also, by observing$ the five least significant binary digits of $\omega(0), \omega(1), \ldots, \omega(4)$, we see that the periodicity begins with $\alpha_{m m}$ instead of $\alpha_{5 m}$ for $m<5$.

If $m \geqslant 5$, then in the sequence $\alpha_{m m}, \alpha_{(m+1) m}, \alpha_{(m+2) m}, \ldots$ of zeros and ones, the terms are the opposite of what they were, after every $2^{m-4}$ terms, by Theorem 4. This implies that, after $2^{m-3}$ terms, the sequence repeats. Hence, the
sequence runs into a cycle whose length is a factor of $2^{m-3}$ but not of $2^{m-4}$. Thus, the period is exactly $2^{m-3}$.

Finally, to summarize and extend our results, we have the following:
Theorem 6: Let the prime factorization of $r>1$ be $2^{m} p_{1}^{m_{1}} p_{2}^{m_{2}} \ldots p_{k}^{m_{k}}$. If

$$
\alpha=\max \left\{m-1, m_{1}, m_{2}, m_{3}, \ldots, m_{k}\right\}
$$

and

$$
b=\operatorname{LCM}\left(\phi\left(p_{1}^{m_{1}}\right), \phi\left(p_{2}^{m_{2}}\right), \ldots, \phi\left(p_{k}^{m_{k}}\right)\right),
$$

then the period of the sequence

$$
\omega(\alpha), \omega(\alpha+1), \omega(\alpha+2), \ldots \text { modulo } r
$$

is exactly

$$
\begin{array}{ll}
b, & \text { if } m=0 \text { or } 1, \\
\operatorname{LCM}(2, b), & \text { if } 2 \leqslant m \leqslant 4, \\
\operatorname{LCM}\left(2^{m-4}, b\right), & \text { if } m \geqslant 5 .
\end{array}
$$

Note that the period of $\{\omega(n)\}$ modulo $r$ is not the product of the periods modulo its prime power factors, but is, rather, their lowest common multiple. This implies that even when $r$ is odd, the period modulo $r$ is not necessarily $\phi(r)$, although it must be a factor of $\phi(r)$. The smallest example of this is $r=15$, in which case the period is $\operatorname{LCM}(\phi(3), \phi(5))=4$ instead of $\phi(15)=8$.

Proof of Theorem 6: Let $c$ be the claimed period. If $n \geqslant m-1$, then

$$
\omega(n+c) \equiv \omega(n) \quad\left(\bmod 2^{m}\right)
$$

by Theorem 5, since $c$ is a multiple of the period of $\{\omega(n)\}$ modulo $2^{m}$. Also, if $n \geqslant m_{i}$, then

$$
\omega(n+c) \equiv \omega(n) \quad\left(\bmod p_{i}^{m_{i}}\right)
$$

by Theorem 3, since $c$ is a multiple of $\phi\left(p_{i}^{m}\right)$, for $i=1,2, \ldots, k$. Hence, if $n \geqslant a$,

$$
\omega(n+c) \equiv \omega(n) \quad(\bmod r) .
$$

If the actual period $d$ of $\{\omega(n)\}$ modulo $r$ were any smaller than $c$, then it could not be a multiple of all the necessary periods modulo $2^{m}$ and $p_{i}^{m_{i}}$, since $c$ is their LCM. Suppose $d$ is not a multiple of the necessary period modulo $p^{q}$. Then, for some $n \geqslant \alpha, \omega(n+d) \not \equiv \omega(n)\left(\bmod p^{q}\right)$, so

$$
\omega(n+d) \not \equiv \omega(n) \quad(\bmod r),
$$

a contradiction. Hence, the period given is minimum.

Now that we have finished proving the main theorems, we will conclude with a few applications of Theorem 6 and other miscellaneous results:
(a) $\omega(12 k) \equiv \omega(12 k+3) \equiv 0(\bmod 13)$.
(b) $59 \mid \omega(11)$, so $59 \mid \omega(58 k+11)$. Dirichlet's Theorem implies that there are infinitely many primes of the form $58 k+11$, so there are infinitely many primes $p$ for which $\omega(p)$ is composite.
(c) $9 \nmid \omega(n)$ for any $n$, so there seems to be no generalization of $p \mid \omega(p-1)$ ([12], p. 23) to powers of odd primes.
(d) For any prime $p$ and any $m \geqslant 1, \omega\left(p^{m}\right) \equiv 1(\bmod p)$, so if $n \mid \omega(n), n$ has at least two distinct prime factors.
(e) For odd primes $p$ and $q, p q \mid \omega(p q)$ iff $p \mid \omega(q)$ and $q \mid \omega(p)$. There are no such primes less than 1700, but I conjecture on probabilistic grounds that such primes do exist.
(f) For all $n, \operatorname{GCF}(\omega(n)-1, \omega(n+1)-1)$ has no divisor less than 1700 except 2. Yet, again on probabilistic grounds, I conjecture that there exists $n$ for which $\operatorname{GCF}(\omega(n)-1, \omega(n+1)-1) \neq 2$.
(g) The only $r$ for which the period of $\{\omega(n)\}$ modulo $r$ is exactly $\phi(r)$ are the numbers of the form $p^{m}$ and $2 p^{m}$, where $p$ is an odd prime, and 4.
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## 1. INTRODUCTION

In an earlier paper [2], a study was made of Fibonacci and Lucas curves in the plane, and their Laser-printed graphs were exhibited. These graphs were drawn from the equations of the curves, rather than from the tabulated lists of values of the Cartesian coordinates $x$ and $y$, which also served a purpose of their own. It is desirable to extend the work in [2] and so produce a more complete theory.

Here, we present basic information about the corresponding curves associated with (i) Pell and Pell-Lucas numbers, and (11) Jacobsthal and JacobsthatLucas numbers, in our nomenclature.

Curves associated with (i) will carry the generic name of Pell curves while those connected with (ii) will be designated Jacobsthal curves. There seems to be no theory related to (i) and (ii) which corresponds to the result of Halsey [1] for Fibonacci numbers.

To avoid unnecessary duplication in our discussion, we will consider the numbers in (i) and (ii) (as well as the Fibonacci and Lucas numbers) to be special instances of a general sequence $\left\{\omega_{n}\right\}$ whose relevant properties will be investigated.

Thus, the Pell and Jacobsthal curves, as well as the Fibonacci and Lucas curves, may be thought of as members of a family of curves which we shall designate as w-curves.

The two Pell curves and the two Jacobsthal curves resemble the Fibonacci and Lucas curves, so we will not reproduce them here. Instead, the reader is invited to compare them in the mind's eye with the curves exhibited in [2].

## 2. GENERALITIES

Let $a, b, p$, and $q$ be real numbers, usually integers.
Define the sequence $\left\{w_{n}\right\}$ by

$$
\begin{equation*}
w_{n+2}=p w_{n+1}-q w_{n}, w_{0}=2 b, w_{1}=a+b \quad(n \geqslant 0) \tag{2.1}
\end{equation*}
$$

Extension to negative values of $n$ may be made, but we do not require it here. The explicit Binet form for $w_{n}$ is

$$
\begin{equation*}
w_{n}=\left(A \alpha^{n}-B \beta^{n}\right) /(\alpha-\beta), \tag{2.2}
\end{equation*}
$$

where $\alpha, \beta$ are the roots of the characteristic equation

$$
\begin{equation*}
\lambda^{2}-p \lambda+q=0 \tag{2.3}
\end{equation*}
$$

so that $\left\{\begin{array}{l}\alpha=\left(p+\sqrt{p^{2}-4 q}\right) / 2 \\ \beta=\left(p-\sqrt{p^{2}-4 q}\right) / 2 \\ \alpha+\beta=p, \alpha \beta=q, \alpha-\beta=\sqrt{p^{2}-4 q}\end{array}\right.$
and

$$
\left\{\begin{array}{l}
A=a+b-2 b \beta  \tag{2.5}\\
B=a+b-2 b \alpha
\end{array}\right.
$$

Special cases of $\left\{w_{n}\right\}$ are:

| SEQUENCE | $p$ | $q$ | $\alpha$ | $b$ | $\alpha$ | $\beta$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{\begin{array}{l}l\end{array}\right\}:$ Fibonacci | 1 | -1 | 1 | 0 | $(1+\sqrt{5}) / 2$ | $(1-\sqrt{5}) / 2$ |
| $\left\{L_{n}\right\}:$ Lucas | 1 | -1 | 0 | 1 | $(1+\sqrt{5}) / 2$ | $(1-\sqrt{5}) / 2$ |
| $\left\{P_{n}\right\}:$ Pe11 | 2 | -1 | 1 | 0 | $1+\sqrt{2}$ | $1-\sqrt{2}$ |
| $\left\{Q_{n}\right\}:$ Pel1-Lucas | 2 | -1 | 1 | 1 | $1+\sqrt{2}$ | $1-\sqrt{2}$ |
| $\left\{J_{n}\right\}:$ Jacobsthal | 1 | -2 | 1 | 0 | 2 | -1 |
| $\left\{j_{n}\right\}:$ Jacobstha1-Lucas | 1 | -2 | 0 | 1 | 2 | -1 |

The Fibonacci and Lucas sequences are well known.
Some values for the other sequences are:

|  | $n=0$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | $\ldots$ |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
|  | 0 | 1 | 2 | 5 | 12 | 29 | 70 | 169 | $\ldots$ |
| $\left\{P_{n}\right\}$ | 0 | 2 | 6 | 14 | 34 | 82 | 198 | 478 | $\ldots$ |
| $\left\{J_{n}\right\}$ | 0 | 1 | 1 | 3 | 5 | 11 | 21 | 43 | $\ldots$ |
| $\left\{j_{n}\right\}$ | 2 | 1 | 5 | 7 | 17 | 31 | 65 | 127 | $\ldots$ |

In what follows, $q<0$.
Write

$$
\begin{equation*}
q=-1 \cdot r \quad(r>0) \tag{2.15}
\end{equation*}
$$

so, by (2.4)

$$
\begin{equation*}
\beta=-1 \cdot \frac{r}{\alpha} \tag{2.16}
\end{equation*}
$$

Only the cases

$$
\begin{equation*}
q=-1, \text { i.e., } r=1 \quad[\text { cf. (2.5) }-(2.8)] \tag{2.17}
\end{equation*}
$$
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and

$$
\begin{equation*}
\beta=-1, \text { i.e., } r=\alpha(=2) \quad[c f .(2.9)-(2.10)] \tag{2.18}
\end{equation*}
$$

will concern us.

## 3. THE $w$-CURVES

For Cartesian coordintes $x, y$ of a point in the plane, let

$$
\begin{equation*}
x=\left(A \alpha^{\theta}-B\left(\frac{\alpha}{p}\right)^{-\theta} \cos \theta \pi\right) /(\alpha-\beta) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y=-B \alpha^{-\theta} \sin \theta \pi /(\alpha-\beta), \tag{3.2}
\end{equation*}
$$

where $\theta$ is real.
Comparing (3.1) with (2.2), we may refer to (3.1) as the generalized Binet form of $w_{n}$. When $\theta=n$, integer, we have $x=w_{n}$ by (2.2) and (3.1).

As $\theta$ varies in (3.1) and (3.2), we obtain the $w$-curves.
Now, from (3.1) and (3.2), we have

$$
\begin{equation*}
\frac{d y}{d \theta}=B \alpha^{-\theta}(\log \alpha \sin \theta \pi-\pi \cos \theta \pi) /(\alpha-\beta) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d x}{d \theta}=\left[A \alpha^{\theta} \log \alpha+B\left(\frac{\alpha}{r}\right)^{-\theta}\left\{\log \left(\frac{\alpha}{r}\right) \cos \theta \pi+\pi \sin \theta \pi\right\}\right] /(\alpha-\beta), \tag{3.4}
\end{equation*}
$$

whence $\frac{d y}{d x}=0$ if
$\tan \theta \pi=\frac{\pi}{\log \alpha} \doteqdot\left\{\begin{array}{lll}6.528 & \text { for (2.5), } & (2.6) \text {-see [2] } \\ 3.565 & \text { for (2.7), } & (2.8) \\ 4.538 & \text { for (2.9), } & (2.10)\end{array}\right.$
yielding
$\theta \pi \doteqdot 81^{\circ} 16^{\prime}, 74^{\circ} 21^{\prime}, 77^{\circ} 34^{\prime}$,
respectively, i.e.,

$$
\theta \doteqdot\left\{\begin{array}{l}
0.45  \tag{3.6}\\
0.41 \\
0.43
\end{array}\right.
$$

respectively, for the three cases in (3.5).
Write (3.5) as
$\{\sin \theta \pi= \pm k \pi$
$\{\cos \theta \pi= \pm k \log \alpha$,
i.e.,
$k=\left[\pi^{2}+(\log \alpha)^{2}\right]^{-1 / 2}$
giving
$k \doteq\left\{\begin{array}{l}0.31 \\ 0.30 \\ 0.299,\end{array}\right.$
respectively, for the three cases in (3.5).

Eliminate $\theta$ from (3.1) and (3.2) for the specific values of $\theta$ covered in (3.5) for stationary points, i.e., for

$$
\begin{equation*}
\tan (\theta-m) \pi=\frac{\pi}{\log \alpha} \quad(m \text { an integer }) \tag{3.5}
\end{equation*}
$$

With the aid of (3.7), we find that the locus of the stationary points is generally given by

$$
\begin{equation*}
y^{2}-\frac{\pi}{\log \alpha} x y= \pm \frac{A B k \pi^{2}}{\Delta^{2} \log \alpha} \quad(\Delta=\alpha-\beta), \tag{3.9}
\end{equation*}
$$

which represents the branches of two hyperbolas (a hyperbola and its conjugate hyperbola) in the first and fourth quadrants.

Common asymptotes of these hyperbolas have equations

$$
\begin{equation*}
y=0 \quad \text { and } \quad y=\frac{\pi}{\log \alpha} x \tag{3.10}
\end{equation*}
$$

the gradients of the oblique asymptote being given in (3.5).
Inflexions on these curves are established in the usual way. When $x$ and $y$ are replaced by the functional notation $x(\theta)$ and $y(\theta)$, it may be demonstrated as in [2] that (3.1) and (3.2) do reproduce the $w$-type recurrence relations, namely,

$$
\begin{equation*}
x(\theta)=p x(\theta-1)-q x(\theta-2) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
y(\theta)=p y(\theta-1)-q y(\theta-2) \tag{3.2}
\end{equation*}
$$

## 4. PELL CURVES

Consider the generalized Pell sequence $\left\{R_{n}\right\}$ defined by (2.1) in which $p=2$ and $q=-1$, namely,

$$
\begin{equation*}
R_{n+2}=2 R_{n+1}+R_{n}, \quad R_{0}=2 b, \quad R_{1}=a+b \quad(n \geqslant 0) . \tag{4.1}
\end{equation*}
$$

From (2.2), we have the Binet form

$$
\begin{equation*}
R_{n}=\left(A \alpha^{n}-B \beta^{n}\right) / 2 \sqrt{2} \tag{4.2}
\end{equation*}
$$

where $\alpha, \beta$ are given in (2.7) [and (2.8)] and $A$ and $B$ in (2.5).
For the Pell numbers $P_{n}$ given in (2.11), and for the Pell-Lucas numbers $Q_{n}$ given in (2.12), we have

$$
\begin{equation*}
P_{n}: a=1, b=0, A=B=1 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{n}: a=1, b=1, A=-B=2 \sqrt{2} \tag{4.4}
\end{equation*}
$$

Binet forms for $P_{n}$ and $Q_{n}$ are then readily obtained from (4.2).
Substituting appropriately in (3.1) and (3.2), we derive

$$
\begin{equation*}
x=\left(\alpha^{\theta}-\alpha^{-\theta} \cos \theta \pi\right) / 2 \sqrt{2} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
y=-\alpha^{-\theta} \sin \theta \pi / 2 \sqrt{2} \tag{4.6}
\end{equation*}
$$

for the Pell case, and

$$
\begin{equation*}
x=\alpha^{\theta}+\alpha^{-\theta} \cos \theta \pi \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
y=\alpha^{-\theta} \sin \theta \pi \tag{4.8}
\end{equation*}
$$

for the Pell-Lucas case.
Equations (4.5) and (4.7) are the modified Binet forms for $P_{n}$ and $Q_{n}$, respectively. When $\theta=n$, integer, we get the usual Binet forms for $P_{n}$ and $Q_{n}$, i.e., $x=P_{n}$ and $x=Q_{n}$, respectively.

The locus given by (4.5) and (4.6) is the Pell curve. Its stationary points lie on the two appropriate branches of the hyperbolas

$$
\begin{equation*}
y^{2}-\frac{\pi}{\log \alpha} x y= \pm \frac{k \pi^{2}}{8 \log \alpha} \quad(\alpha=1+\sqrt{2}) \tag{4.9}
\end{equation*}
$$

Equations (4.7) and (4.8) yield the Pell-Lucas curve. Stationary points of this curve lie on the hyperbolic curves

$$
\begin{equation*}
y^{2}-\frac{\pi}{\log \alpha} x y= \pm \frac{k \pi^{2}}{\log \alpha} \quad(\alpha=1+\sqrt{2}) \tag{4.10}
\end{equation*}
$$

In both (4.9) and (4.10), the value of $k$ is given in (3.8)'. Asymptotes common to the curves in (4.9) and (4.10) are $y=0$ and $y=(\pi / \log \alpha) x$, whose gradient is given in (3.5).

Suppose we put $a=3, b=1$ in (4.1) so that $A=2 \alpha, B=2 \beta$.
Then (4.1) or the Binet forms for $P_{n}, Q_{n}$, and $R_{n}$ yield

$$
\begin{align*}
R_{n}^{*} & =2 P_{n}+Q_{n}  \tag{4.11}\\
& =2 P_{n+1} \quad \text { since } Q_{n}=P_{n+1}+P_{n-1}
\end{align*}
$$

Thus, a composite curve for $2 P_{\theta}+Q_{\theta}$ is equivalent to the Pell curve for $2 P_{\theta+1}$. Furthermore, from (4.11) or the Binet forms, we deduce that

$$
\begin{aligned}
R_{n} & =(a-b) P_{n}+b Q_{n} \\
& =(a-b) P_{n}+b\left(P_{n+1}+P_{n-1}\right) \\
& =(\alpha+b) P_{n}+2 b P_{n-1} \\
& =R_{1} P_{n}+R_{0} P_{n-1} \quad \text { by }(4.1) \\
{[ } & \left.=R_{n}^{*}=2 P_{n+1} \text { when } a=3, b=1, \text { as in }(4.11)\right] .
\end{aligned}
$$

5. JACOBSTHAL CURVES

Next, consider the generalized Jacobsthal sequence $\left\{\mathscr{F}_{n}\right\}$ given by

$$
\begin{equation*}
\mathscr{J}_{n+2}=\mathscr{J}_{n+1}+2 \mathscr{J}_{n}, \quad \mathscr{J}_{0}=2 b, \quad \mathscr{g}_{1}=a+b \quad(n \geqslant 0) \tag{5.1}
\end{equation*}
$$
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From (2.2), we have the Binet form

$$
\begin{equation*}
\mathscr{J}_{n}=\frac{A \alpha^{n}-B \beta^{n}}{3} \tag{5.2}
\end{equation*}
$$

in which $\alpha(=2), \beta(=-1)$ are already given in (2.9) and (2.10), and $A, B$ are given in (2.5).

Particular cases of (5.1) are the Jacobsthal numbers $J_{n}$ given in (2.13) and the Jacobsthal-Lucas numbers $j_{n}$ given in (2.14) for which

$$
\begin{equation*}
J_{n}: a=1, b=0, A=B=1 \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
j_{n}: a=0, b=1, A=-B=3 \tag{5.4}
\end{equation*}
$$

Binet forms for $J_{n}$ and $j_{n}$ then readily follow from (5.2).
Appropriate substitution in (3.1) and (3.2) produces

$$
\begin{equation*}
x=\left(2^{\theta}-\cos \theta \pi\right) / 3 \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
y=-2^{-\theta} \sin \theta \pi / 3 \tag{5.6}
\end{equation*}
$$

for $J_{n}$, and

$$
\begin{equation*}
x=2^{\theta}+\cos \theta \pi \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
y=2^{-\theta} \sin \theta \pi \tag{5.8}
\end{equation*}
$$

for $j_{n}$. Note the effect of (2.18) on (3.1) in (5.5) and (5.7).
Equations (5.5) and (5.7) are the modified Binet forms for $J_{n}$ and $j_{n}$, respectively. Setting $\theta=n$, integer, we have the ordinary Binet forms for $J_{n}$ and $j_{n}$, i.e., $x=J_{n}$ and $x=j_{n}$, respectively.

The locus given by (5.5) and (5.6) is the Jacobsthal curve. Its stationary points lie on the appropriate branches of the rectangular hyperbolas

$$
\begin{equation*}
y\left(x \pm \frac{k \log 2}{3}\right)=\mp \frac{k \pi}{9} \tag{5.9}
\end{equation*}
$$

Equations (5.7) and (5.8) yield the JacobsthaZ-Lucas curve. Its stationary points lie on the rectangular hyperbolic branches

$$
\begin{equation*}
y(x \pm k \log 2)=\mp k \pi . \tag{5.10}
\end{equation*}
$$

In both (5.9) and (5.10), the value of $k$ is given in (3.8)'.
Put $a=1, b=1$ in (5.1) so that $A=-B=4$.
Hence, as for the Pell case,

$$
\begin{align*}
\mathscr{J}_{n}^{*} & =J_{n}+j_{n}  \tag{5.11}\\
& =2 J_{n+1} .
\end{align*}
$$

Thus, a composite curve for $J_{\theta}+j_{\theta}$ is equivalent to the Jacobsthal curve $2 J_{\theta+1}$ 。

Finally,

$$
\begin{align*}
\mathscr{J}_{n} & =a J_{n}+b j_{n}  \tag{5.12}\\
& =a J_{n}+b\left(2 J_{n-1}+J_{n+1}\right) \quad \text { since } j_{n}=J_{n+1}+2 J_{n-1} \\
& =(a+b) J_{n}+4 b J_{n-1} \\
& =\mathscr{J}_{1} J_{n}+2 \mathscr{J}_{0} J_{n-1} \quad \text { by }(5.1) \\
{[ } & =\mathscr{J}_{n}^{*}=2 J_{n+1} \text { when } a=1, \quad b=1 \text { as in (5.11)]. }
\end{align*}
$$

Notice the formal similarity of the right-hand sides of (4.12) and (5.12).
In choosing the expression for $y$ in (3.2), we could have opted to pick $\alpha / \rho$ instead of $\alpha$, both of which seem to be permissible as extensions of Wilson's original idea [2] for Fibonacci curves. Choice of $\alpha / r$, however, appears to be the less appropriate.

Some obvious limits might be noted, and compared with similar limits for $\left\{F_{n}\right\}$ and $\left\{L_{n}\right\}$. These are:

$$
\begin{array}{ll}
\lim _{n \rightarrow \infty}\left(\frac{Q_{n}}{P_{n}}\right)=2 \sqrt{2} & \lim _{n \rightarrow \infty}\left(\frac{P_{n+1}}{P_{n}}\right)=\lim _{n \rightarrow \infty}\left(\frac{Q_{n+1}}{Q_{n}}\right)=1+\sqrt{2} \\
\lim _{n \rightarrow \infty}\left(\frac{j_{n}}{J_{n}}\right)=3 & \lim _{n \rightarrow \infty}\left(\frac{J_{n+1}}{J_{n}}\right)=\lim _{n \rightarrow \infty}\left(\frac{j_{n+1}}{j_{n}}\right)=2 \tag{5.14}
\end{array}
$$

Our concluding comment is of a geometrical nature. If we consider sequences in which two terms have the same value, e.g., $J_{1}=J_{2}=1$ and $F_{1}=F_{2}=1$, we observe that, as $\theta$ passes through the set of values giving these coincident numbers, the curve will necessarily have a node (i.e., a loop at a double-point) there. Thus, in (5.5), the Jacobsthal curve has a node at $x=1$, as $\theta$ lies in the range $2 \leqslant \theta \leqslant 3$. Similarly, the Fibonacci curve has a node occurring when $x=1$ and $1 \leqslant \theta \leqslant 2$.
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## ELEMENTARY PROBLEMS AND SOLUTIONS

Edited by<br>A. P. HILLMAN

Please send all communications regarding ELEMENTARY PROBLEMS AND SOLUTIONS to Dr. A. P. HILLMAN; 709 SOLANO DR., S.E.; ALBUQUERQUE, NM 87108. Each solution or problem should be on a separate sheet (or sheets). Preference will be given to those typed with double spacing in the format used below. Solutions should be received within four months of the publication date.

## DEFINITIONS

The Fibonacci numbers $F_{n}$ and the Lucas numbers $L_{n}$ satisfy
and

$$
\begin{aligned}
& F_{n+2}=F_{n+1}+F_{n}, F_{0}=0, F_{1}=1 \\
& L_{n+2}=L_{n+1}+L_{n}, L_{0}=2, L_{1}=1
\end{aligned}
$$

PROBLEMS PROPOSED IN THIS ISSUE

B-610 Proposed by L. Kuipers, Serre, Switzerland
Prove that there are no positive integers $r, s, t$ such that ( $F_{r}, F_{s}, F_{t}$ ) is a Pythagorean triple (that is, such that $F_{r}^{2}+F_{s}^{2}=F_{t}^{2}$ )。

B-611 Proposed by Herta T. Freitag, Roanoke, VA

Let

$$
S(n)=\sum_{k=1}^{n} L_{4 k+2} .
$$

For which positive integers $n$ is $S(n)$ an integral multiple of 3 ?
B-612 Proposed by Herta T. Freitag, Roanoke, VA

Let

$$
T(n)=\sum_{k=1}^{n} F_{4 k+2}
$$

For which positive integers $n$ is $T(n)$ an integral multiple of 7 ?

B-613 Proposed by Piero Filipponi, Fond. U. Bordoni, Rome, Italy
Show that there exist integers $a, b$, and $c$ such that

$$
F_{n+p}^{2}+F_{n-p}^{2}=a F_{n}^{2} F_{p}^{2}+b(-1)^{p} F_{n}^{2}+c(-1)^{n} F_{p}^{2}
$$

## ELEMENTARY PROBLEMS AND SOLUTIONS

B-614 Proposed by Piero Filipponi, Fond. U. Bordoni, Rome, Italy
Let $L(n)=L_{n-2} L_{n-1} L_{n+1} L_{n+2}$ and $F(n)=F_{n-2} F_{n-1} F_{n+1} F_{n+2}$. Show that $L(n) \equiv F(n)(\bmod 8)$
and express $[L(n)-F(n)] / 8$ as a polynomial in $F_{n}$.
B-615 Proposed by Michael Eisenstein, San Antonio, $T X$
Let $C(n)=L_{n}$ and $\alpha_{n}=C(C(n))$. For $n=0,1, \ldots$, prove that

$$
a_{n+3}=a_{n+2} a_{n+1} \pm a_{n} .
$$

## SOLUTIONS

## Fibonacci Convolution

B-586 Proposed by Heinz-Jürgen Seiffert, Student, Berlin, Germany
Show that $5 \sum_{k=0}^{n} F_{k+1} F_{n+1-k}=(n+1) F_{n+3}+(n+3) F_{n+1}$.

Solution by Bob Prielipp, University of Wisconsin-Oshkosh
It is known that

$$
\begin{aligned}
& 5\left(F_{1} F_{t-1}+F_{2} F_{t-2}+\cdots+F_{t-2} F_{2}+F_{t-1} F_{1}\right) \\
& =(t-1) F_{t+1}+(t+1) F_{t-1} .
\end{aligned}
$$

[For a proof of this result, see (1.12) on p. 118 of "Fibonacci Convolution Sequences" by V. E. Hoggatt, Jr., and Marjorie Bicknell-Johnson, which appears in the April 1977 issue of this journal.] Thus,

$$
\begin{aligned}
5 \sum_{k=0}^{n} F_{k+1} F_{n+1-k} & =5\left(F_{1} F_{n+1}+F_{2} F_{n}+\cdots+F_{n} F_{2}+F_{n+1} F_{1}\right) \\
& =[(n+2)-1] F_{(n+2)+1}+[(n+2)+1] F_{(n+2)-1} \\
& =(n+1) F_{n+3}+(n+3) F_{n+1} .
\end{aligned}
$$

Also solved by Demetris Antzoulakos, Paul S. Bruckman, László Cseh, Russell Euler, Piero Filipponi \& Odoardo Brugia, Herta T. Freitag, George Koutsoukellis, L. Kuipers, Jia-Sheng Lee, Carl Libis, Sahib Singh, J. Suck, Nico Trutzenberg, Gregory Wulczyn, and the proposer.

## D. E. for Fibonacci Generating Function

B-587 Proposed by Charles R. Wall, Trident Technical College, Charleston, SC
Let $y=\sum_{n=0}^{\infty} F_{n} x^{n} / n!$ and $\quad z=\sum_{n=0}^{\infty} L_{n} x^{n} / n!$.
Show that $y^{\prime \prime}=y^{\prime}+y$ and $z^{\prime \prime}=z^{\prime}+z$.

Solution by Alberto Facchini, Università di Udine, Udine, Italy
Since

$$
y^{\prime}=\sum_{n=0}^{\infty} F_{n+1} x^{n} / n!, y^{\prime \prime}=\sum_{n=0}^{\infty} F_{n+2} x^{n} / n!\text { and } F_{n+2}=F_{n+1}+F_{n},
$$

the desired result follows. The proof for $z$ is similar.
Also solved by Demetris Antzoulakos, Charles Ashbacher, Paul S. Bruckman, Gabriel B. Costa, László Cseh, Russell Euler, Piero Filipponi, L. Kuipers, J.-S. Lee, Carl Libis, Bob Prielipp, H.-J. Seiffert, Sahib Singh, Lawrence Somer, and the proposer.

## Closed Form Exponential Generating Function

B-588 Proposed by Charles R. Wall, Trident Technical College, Charleston, SC
Find the $y$ and $z$ of Problem B-587 in closed form.
Solution by Bob Prielipp, University of Wisconsin-Oshkosh
Let $a=(1+\sqrt{5}) / 2$ and $b=(1-\sqrt{5}) / 2$. Then,
and

$$
y=\sum_{n=0}^{\infty} F_{n} x^{n} / n!=\sum_{n=0}^{\infty} \frac{a^{n}-b^{n}}{\sqrt{5}}\left(x^{n} / n!\right)=\frac{1}{\sqrt{5}}\left(e^{a x}-e^{b x}\right)
$$

$$
z=\sum_{n=0}^{\infty} L_{n} x^{n} / n!=\sum_{n=0}^{\infty}\left(a^{n}+b^{n}\right)\left(x^{n} / n!\right)=e^{a x}+e^{b x}
$$

Also solved by Demetris Antzoulakos, Paul S. Bruckman, László Cseh, Russell Euler, Alberto Facchini, Piero Filipponi, Jia-Sheng Lee, Carl Libis, H.-J. Seiffert, Sahib Singh, Lawrence Somer, and the proposer.

Periodic Decimal Expansions
B-589
Proposed by Herta T. Freitag, Roanoke, VA
The number $N=0434782608695652173913$ has the property that the digits of $K N$ are a permutation of the digits of $N$ for $K=1,2, \ldots, m$. Determine the largest such $m$.

Solution by Bob Prielipp, University of Wisconsin-Oshkosh
The largest such $m$ is 22 .
$N$ consists of the 22 digits in the period (in base 10) for $1 / 23$. As is easily checked, 23 N is the 22 -digit numeral each of whose digits is a 9 .

Dickson reports: "J.W. L. Glaisher . . . noted that if $q$ is a prime such that the period for $1 / q$ has $q-1$ digits, the products of the period for $1 / q$ by $1,2, \ldots, q-1$ have the same digits in the same cyclic order. This property, well known for $q=7$, holds also for $q=17,19,23,29,47,59,61,97$, and for $q=7^{2}$." [See Dickson, History of the Theory of Numbers, Vol. I, p. 171 (New York: Chelsea Publishing Company, 1966).]

## ELEMENTARY PROBLEMS AND SOLUTIONS

Also solved by Charles Ashbacher, Paul S. Bruckman, Piero Filipponi, L. Kuipers, Marjorie Johnson, Jia-Sheng Lee, Sahib Singh, Nico Trutzenberg, and the proposer.

## Leftmost Digit

B-590 Proposed by Herta T. Frietag, Roanoke, VA
Generalize on Problem B-589 and describe a method for predicting the leftmost digit of $K N$.

Solution by Bob Prielipp, University of Wisconsin-Oshkosh
For the generalization, see the solution to B-589.
Let $q$ be a prime number such that the period for $1 / q$ has $q-1$ digits. Also, let $M$ consist of the $q-1$ digits in the period (in base 10 ) for $1 / q$. To predict the leftmost digit of $K M, K=1,2, \ldots, q-1$, write the digits of $M$ in increasing order with each digit appearing in the sequence $S_{M}$ exactly as many times as it appears in $M$. Then the leftmost digit of $K M$ is the $K^{\text {th }}$ entry in the sequence $S_{M}$. This follows from the fact that the products $K M$ have the same digits as $M$ in the same cyclic order and increase as $K$ increases.

Example: For $N, S_{N}=0,0,1,1,2,2,3,3,3,4,4,5,5,6,6,6,7,7,8,8,9,9$. Thus, the leftmost digit of 6 N is 2 and the leftmost digit of 12 N is 5 .

Editorial Note: Paul S. Bruckman gave the formula [10K/q] for the leftmost digit of $K N$.

Also solved by Paul S. Bruckman, Piero Filipponi, Marjorie Johnson, Jia-Sheng Lee, Sahib Singh, and the proposer.

## Interval With No Zeros

B-591 Proposed by Mihaly Bencze, Jud. Brasa, Romania
Let $F(x)=1+\sum_{n=1}^{\infty} a_{n} x^{n}$ with each $a_{n}$ in $\{0,1\}$.
Prove that $f(x) \neq 0$ for all $x$ in $-1 / \alpha<x<1 / \alpha$, where $\alpha=(1+\sqrt{5}) / 2$.
Solution by H.-J. Seiffert, Berlin, Germany
If $0 \leqslant x$, then, of course, $F(x)>0$. Now assume that $-1 / \alpha<x<0$. Then

$$
\begin{aligned}
F(x) & =1+\sum_{n=1}^{\infty} a_{n} x^{n} \geqslant 1+\sum_{k=1}^{\infty} a_{2 k-1} x^{2 k-1} \\
& \geqslant 1+\sum_{k=1}^{\infty} x^{2 k-1}>1-\sum_{k=1}^{\infty}(1 / a)^{2 k-1}=\frac{a^{2}-a-1}{a^{2}-1}=0 .
\end{aligned}
$$

Also solved by Pauls. Bruckman, Odoardo Brugia \& Piero Filipponi, L. Kuipers, and the proposer.
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PROBLEMS PROPOSED IN THIS ISSUE
H-418 Proposed by Lawrence Somer, Washington, D.C.
Let $m>1$ be a positive integer. Suppose that $m$ itself is a general period of the Fibonacci sequence modulo $m$; that is,

$$
F_{n+m} \equiv F_{n}(\bmod m)
$$

for all nonnegative integers $n$. Show that $24 \mid m$.
H-419 Proposed by H.-J. Seiffert, Berlin, Germany
Let $P_{0}, P_{1}, \ldots$ be the sequence of Pell numbers defined by

$$
P_{0}=0, P_{1}=1, \text { and } P_{n}=2 P_{n-1}+P_{n-2} \text { for } n \in\{2,3, \ldots\}
$$

Show that
(a) $9 \sum_{k=0}^{n} k F_{k} P_{k}=3(n+1)\left(F_{n} P_{n+1}+F_{n+1} P_{n}\right)-F_{n+2} P_{n+2}-F_{n} P_{n}+2$,
(b) $9 \sum_{k=0}^{n} k L_{k} P_{k}=3(n+1)\left(L_{n} P_{n+1}+L_{n+1} P_{n}\right)-L_{n+2} P_{n+2}-L_{n} P_{n}$,
(c) $F_{m+n+2} P_{n+2}+F_{m+n} P_{n} \equiv 3(n+1) F_{m}+L_{m}(\bmod 9)$ 。
(d) $L_{m+n+2} P_{n+2}+L_{m+n} P_{n} \equiv 3(n+1) L_{m}+5 F_{m}(\bmod 9)$,
where $n$ is a nonnegative integer and $m$ any integer.
H-420 Proposed by Peter Kiss, Teachers Training College, Eger, Hungary and Andreas N. Philippou, University of Patras, Patras, Greece

Show that $\sum_{n=1}^{\infty} \frac{2^{2^{n-1}}}{2^{2^{n}}-1}=1$.

## ADVANCED PROBLEMS AND SOLUTIONS

## SOLUTIONS

Editorial Note: $\mathrm{H}-307$ was 1 isted as an unsolved problem. However, the solution for $\mathrm{H}-307$ was inadvertently placed in the same issue as the problem.

## Return from the Dead

H-211 Proposed by S. Krishman, Orissa, India (Vol. 11, no. 1, February 1973)
A. Show that $\binom{2 n}{n}$ is of the form $2 n^{3} k+2$ when $n$ is prime and $n>3$.
B. Show that $\binom{2 n-2}{n-1}$ is of the form $n^{3} k-2 n^{2}-n$ when $n$ is prime. $\binom{m}{j}$ represents the binomial coefficient, $m!/(j!(m-j)!)$.

Solution by Paul S. Bruckman, Fair Oaks, CA
Consider the expansion:

$$
\begin{equation*}
(x+1)(x+2) \cdots(x+n-1)=x^{n-1}+A x^{n-2}+\cdots+A_{n-2}+A_{n-1} \tag{1}
\end{equation*}
$$

where $A_{k}$ is the sum of the products of the $k$ different members of the set $1,2, \ldots, n-1$.

If $n \geqslant 3$ is prime, Theorem 113 in [1] states:

$$
\begin{equation*}
A_{k} \equiv 0(\bmod n), k=1,2, \ldots, n-2 \tag{2}
\end{equation*}
$$

Moreover, Wolstenholme's Theorem (Theorem 115 in [1]) states:
(3) $\quad A_{n-2} \equiv 0\left(\bmod n^{2}\right)$, provided $n>3$.

Also, Wilson's Theorem states:

$$
\begin{equation*}
A_{n-1}=(n-1)!\equiv-1(\bmod n) . \tag{4}
\end{equation*}
$$

If $n>3$ (and prime), then, by (4):

$$
(n!)^{2}=n^{2}(\alpha n-1)^{2} \text { for some integer } \alpha
$$

Also, setting $x=n$ in (1) and applying (2), (3), and (4), we obtain

$$
(2 n-1)!/ n!=a n-1+n \cdot b n^{2}+n^{2} \cdot c n+d n^{3}=a n-1+f n^{3}
$$

(for integers $b, c, d$, and $f$; here " $\alpha$ " is the same integer as in the previous statement). Therefore,

$$
\begin{aligned}
\binom{2 n}{n}=\frac{2 n}{n!} \frac{(2 n-1)!}{n!} & =\frac{2}{a n-1}\left(a n-1+f n^{3}\right) \\
& =2+\frac{2 f n^{3}}{a n-1} \equiv 2\left(\bmod 2 n^{3}\right) ;
\end{aligned}
$$

this proves part (A) of the problem.

## ADVANCED PROBLEMS AND SOLUTIONS

Now,

$$
\binom{2 n-2}{n-1}=\frac{n}{2(2 n-1)}\binom{2 n}{n}
$$

hence, again, if $n$ is a prime greater than 3 ,

$$
\begin{aligned}
\binom{2 n-2}{n-1} & =\frac{n\left(2+2 k n^{3}\right)}{2(2 n-1)} \quad(\text { for some integer } k) \text {, so } \\
\binom{2 n-2}{n-1} & =\frac{n\left(k n^{3}+1\right)}{2 n-1} \equiv\left(k n^{3}+1\right)(-n)(1+2 n)\left(\bmod n^{3}\right) \\
& =-n-2 n^{2}\left(\bmod n^{3}\right)
\end{aligned}
$$

this proves part (B).
Reference

1. G. H. Hardy \& E. M. Wright, An Introduction to the Theory of Numbers, 4 th ed. (Oxford: Clarendon Press, 1960), pp. 86-88.

Another Ancient One
H-213 Proposed by V.E. Hoggatt, Jr., San Jose State University, (deceased) (Vol. 11, no. 1, February 1973)
A. Let $A_{n}$ be the left adjusted Pascal triangle, with $n$ rows and columns and 0 's above the main diagonal. Thus,

$$
A_{n}=\left[\begin{array}{cccccc}
1 & 0 & & & \cdots & 0 \\
1 & 1 & 0 & & \cdots & 0 \\
1 & 2 & 1 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]_{n \times n}
$$

Find $A_{n} \cdot A_{n}^{T}$, where $A_{n}^{T}$ represents the transpose of matrix $A_{n}$.
B. Let

$$
C_{n}=\left[\begin{array}{ccccccc}
1 & 0 & 0 & & & \cdots & 0 \\
0 & 1 & 0 & & & \cdots & 0 \\
0 & 1 & 1 & 0 & & \cdots & 0 \\
0 & 0 & 2 & 1 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right]_{n \times n}
$$

where the $i^{\text {th }}$ column of the matrix $C_{n}$ is the $i^{\text {th }}$ row of Pascal's triangle adjusted to the main diagonal and the other entries are zeros. Find $C_{n} \cdot A_{n}^{T}$.

Solution by Paul S. Bruckman, Fair Oaks, CA
Part (A): We see that
$a_{i j}=\binom{i}{j}, 0 \leqslant i, j \leqslant n-1$,
with the convention that $\alpha_{i j}=0$ outside this range. Hence, if $B=A A^{T}$, and
$m=\min (i, j)$, then

$$
b_{i j}=\sum_{k=0}^{m} a_{i k} a_{j k}=\sum_{k=0}^{m}\binom{i}{k}\binom{j}{k}=\sum_{k=0}^{m}\binom{i}{k}\binom{j}{j-k}=\binom{i+j}{j}
$$

(using Vandermonde's convolution), provided $0 \leqslant i, j \leqslant n-1$.
This is a symmetric matrix, whose rows (and columns) are the coefficients of powers of $(1-x)^{-1}$.

Part (B): We see that
$c_{i j}=\binom{j}{i-j}$, where $0 \leqslant j \leqslant i \leqslant 2 j \leqslant 2 n-2, c_{i j}=0$ elsewhere.
If $D=C A^{T}$, and if $u=\left[\frac{1}{2}(i+1)\right]$, then

$$
d_{i j}=\sum_{k=u}^{m} c_{i k} a_{j k}=\sum_{k=u}^{m}\binom{k}{i-k}\binom{j}{k} .
$$

Note that

$$
\begin{aligned}
F(x) & =\sum_{i=0}^{\infty} d_{i j} x^{i}=\sum_{i=0}^{m} x^{i} \sum_{k=u}^{m}\binom{k}{i-k}\binom{j}{k}=\sum_{k=0}^{j}\binom{j}{k} \sum_{i=k}^{2 k}\binom{k}{i-k} x^{i} \\
& =\sum_{k=0}^{j}\binom{j}{k} x^{k} \sum_{i=0}^{k}\binom{k}{i} x^{i}=\sum_{k=0}^{j}\binom{j}{k} x^{k}(1+x)^{k} \\
& =\left(1+x+x^{2}\right)^{j}=\sum\binom{n_{1}+n_{2}+n_{3}}{n_{1}, n_{2}, n_{3}} x^{i},
\end{aligned}
$$

where the last sum is over nonnegative integers $n_{1}, n_{2}, n_{3}$, such that

$$
n_{1}+n_{2}+n_{3}=j, n_{1}+2 n_{2}+3 n_{3}=i+j .
$$

Thus,

$$
d_{i j}=\sum\binom{n_{1}+n_{2}+n_{3}}{n_{1}, n_{2}, n_{3}}
$$

over the range indicated, for $0 \leqslant i, j \leqslant n-1\left(d_{i j}=0\right.$ if $\left.i>2 j\right)$. Hence, the columns of $D=C A^{T}$ are the rows of the Pascal trinomial triangle truncated after $n$ terms.

## Some Operator

H-397 Proposed by Paul S. Bruckman, Fair Oaks, CA (Vol. 24, no. 2, May 1986)

For any positive integer $n$, define the function $F_{n}$ on $C$ as follows:

$$
\begin{equation*}
F_{n}(x) \equiv\left(g^{n}-1\right)(x), \tag{1}
\end{equation*}
$$

where $g$ is the operator

$$
\begin{equation*}
g(x) \equiv x^{2}-2 \tag{2}
\end{equation*}
$$

[Thus, $\left.F_{3}(x)=\left\{\left(x^{2}-2\right)^{2}-2\right\}^{2}-2-x=x^{8}-8 x^{6}+20 x^{4}-16 x^{2}-x+2.\right]$ Find all $2^{n}$ zeros of $F_{n}$.

## ADVANCED PROBLEMS AND SOLUTIONS

Solution by the proposer
We find that the following substitution yields fruitful results:

$$
\begin{equation*}
x=2 \cos \theta \tag{3}
\end{equation*}
$$

For then

$$
\begin{aligned}
& g(x)=4 \cos ^{2} \theta-2=2 \cos 2 \theta, g^{2}(x)=2 \cos \left(2^{2} \theta\right), \text { etc., } \\
& g^{n}(x)=2^{n} \cos \left(2^{n} \theta\right) .
\end{aligned}
$$

Hence, $F_{n}(x)=2 \cos \left(2^{n} \theta\right)-2 \cos \theta$. Setting $F_{n}(x)=0$ yields:

$$
2^{n} \theta= \pm \theta+2 k \pi \text { for all integers } k ;
$$

since

$$
\theta=2 k \pi /\left(2^{n} \pm 1\right),
$$

we may restrict $k$ to the values $0,1, \ldots,\left(2^{n} \pm 1\right)-1$.
We consider the two cases implied by the $\pm$ sign above separately. If $\theta=$ $2 k \pi /\left(2^{n}-1\right)$, we may further restrict $k$ to the values $0,1, \ldots, 2^{n-1}-1$; for if $2^{n-1} \leqslant k \leqslant 2^{n}-2$, then $k^{\prime} \equiv 2^{n}-1-k$ satisfies $1 \leqslant k^{\prime} \leqslant 2^{n-1}-1$, i.e., $k^{\prime}$ repeats the same values previously assumed by $k$, except for zero. Moreover,

$$
\cos \left(2 k^{\prime} \pi /\left(2^{n}-1\right)=\cos \left(2 \pi-2 k \pi /\left(2^{n}-1\right)\right)=\cos \left(2 k \pi /\left(2^{n}-1\right)\right) ;\right.
$$

thus, $k \in\left[0,2^{n-1}-1\right]$ generates all zeros of $F_{n}$ under this case.
If $\theta=2 k \pi /\left(2^{n}+1\right)$, we may restrict $k$ to the values $1,2, \ldots, 2^{n-1}$; for if $2^{n-1}+1 \leqslant k \leqslant 2^{n}$, then $k^{\prime} \equiv 2^{n}+1-k$ satisfies $1 \leqslant k^{\prime} \leqslant 2^{n-1}$, i.e., $k^{\prime}$ repeats the same values previously assumed by $k$. Moreover, as before,

$$
\cos \left(2 k^{\prime} \pi /\left(2^{n}+1\right)\right)=\cos \left(2 k \pi /\left(2^{n}+1\right)\right)
$$

Thus, all zeros of $F_{n}$ are generated in this case by the values $k \in\left[1,2^{n-1}\right]$.
The zeros of $F_{n}$ found above are $2^{n}$ in number, which is expected in an equation of degree $2^{n}$. Further, they are distinct, since $\left(2^{n}-1\right)$ and $\left(2^{n}+1\right)$ are relatively prime, and all zeros in each of the two cases considered above are distinct. Thus, the zeros of $F_{n}$ are as follows:
$2 \cos \left\{2(k-1) \pi /\left(2^{n}-1\right)\right\}$
or
$2 \cos \left\{2 k \pi /\left(2^{n}+1\right)\right\}, k=1,2, \ldots, 2^{n-1}$.
For example,

$$
F_{3}(x)=\prod_{k=1}^{4}\{x-2 \cos (2(k-1) \pi / 7)\}\{x-2 \cos (2 k \pi / 9)\}
$$

A Piece of Pie
H-398 Proposed by Ambati Jaya Krishna, Freshman, Johns Hopkins University (Vol. 24, no. 2, May 1986)

Let

$$
a+b+c+d+e=\left(\sum_{1}^{\infty}\left(\frac{(-1)^{n+1}}{2 n-1} \frac{2}{3} \cdot 9^{1-n}+7^{1-2 n}\right)\right)^{2}
$$

and

$$
a^{2}+b^{2}+c^{2}+d^{2}+e^{2}=\frac{45}{512} \sum_{1}^{\infty} n^{-4}
$$

$a, b, c, d, e \in \mathbb{R}$. What are the values of $a, b, c, d$, and $e$ if $e$ is to attain its maximum value?

Solution by Paul S. Bruckman, Fair Oaks, CA

$$
\begin{aligned}
& \left(\sum_{0}^{\infty} \frac{(-1)^{n}}{2 n+1}\left(2\left(\frac{1}{3}\right)^{2 n+1}+\left(\frac{1}{7}\right)^{2 n+1}\right)\right)^{2}=\left(2 \tan ^{-1}\left(\frac{1}{3}\right)+\tan ^{-1}\left(\frac{1}{7}\right)\right)^{2} \\
& =\left(\tan ^{-1}\left(\frac{2 / 3}{1-1 / 9}\right)+\tan ^{-1}\left(\frac{1}{7}\right)\right)^{2}=\left(\tan ^{-1}\left(\frac{3}{4}\right)+\tan ^{-1}\left(\frac{1}{7}\right)\right)^{2} \\
& =\left(\tan ^{-1}\left(\frac{3 / 4+1 / 7}{1-3 / 28}\right)\right)^{2}=\left(\tan ^{-1} 1\right)^{2}=(\pi / 4)^{2},
\end{aligned}
$$

or

$$
\begin{equation*}
a+b+c+d+e=\pi^{2} / 16 \tag{1}
\end{equation*}
$$

Also,

$$
\sum_{1}^{\infty} n^{-4}=\xi(4)=\pi^{4} / 90
$$

so

$$
\begin{equation*}
a^{2}+b^{2}+c^{2}+d^{2}+e^{2}=\pi^{4} / 1024=\left(\pi^{2} / 32\right)^{2} \tag{2}
\end{equation*}
$$

To simplify the computations, we make the following substitutions:

$$
\begin{equation*}
a=\pi^{2} / 32 x_{1}, b=\pi^{2} / 32 x_{2}, \ldots, e=\pi^{2} / 32 x_{5} . \tag{3}
\end{equation*}
$$

We observe that $e$ is maximized iff $x_{5}$ is. Then, the equivalents of (1) and
(2) are:

$$
\begin{align*}
& S=\sum_{1}^{5} x_{k}=2  \tag{4}\\
& Q=\sum_{1}^{5} x_{k}^{2}=1 \tag{5}
\end{align*}
$$

This is an extremal problem with constraints. Such problems may be solved by using Lagrange's method of multipliers (see Angus E. Taylor, Advanced Calculus [Ginn \& Co., 1955], pp. 198-204). We form the function

$$
\begin{equation*}
u=u\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5} ; \lambda_{1}, \lambda_{2}\right)=x_{5}+\lambda_{1} S+\lambda_{2} Q \tag{6}
\end{equation*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ are indeterminate "Multipliers." According to Lagrange's method, all extremal values of $x_{5}$, subject to the constraints given by (4) and (5), are provided as solutions of the equations

$$
\begin{equation*}
\frac{\partial u}{\partial x_{k}}=0, k=1,2,3,4,5, \text { together with (4) and (5). } \tag{7}
\end{equation*}
$$

We then obtain:

$$
\begin{align*}
& \lambda_{1}+2 x_{k} \lambda_{2}=0, k=1,2,3,4 ;  \tag{8}\\
& 1+\lambda_{1}+2 x_{5} \lambda_{2}=0 . \tag{9}
\end{align*}
$$

## ADVANCED PROBLEMS AND SOLUTIONS

We observe that we cannot have $\lambda_{2}=0$; for, if $\lambda_{2}=0$, then (8) implies $\lambda_{1}=0$. But then (9) would imply $1=0$, clearly impossible. Since $\lambda_{2} \neq 0$, it follows from (8) that for any extremal solutions of the problem, we must have $x_{1}=x_{2}=x_{3}=x_{4}$. Let $x$ denote the common value of the $x_{k}{ }^{\prime} \mathrm{s}(k=1,2,3,4)$, $y$ the corresponding extremal value(s) of $x_{5}$. We then obtain, from (4) and (5):

$$
\begin{align*}
& 4 x+y=2  \tag{10}\\
& 4 x^{2}+y^{2}=1 \tag{11}
\end{align*}
$$

We may readily solve (1) and (11), obtaining the two solutions

$$
\begin{equation*}
(x, y)=\left(\frac{1}{2}, 0\right), \text { or }(3 / 10,4 / 5) \tag{12}
\end{equation*}
$$

Since this provides all extremal values $y$, we see that $x_{5}$ is maximized at $y=$ 4/5 iff $x=3 / 10$. Returning to our original notation [i.e., using (3)], it follows that $e$ assumes its maximum value of $\pi^{2} / 40$ iff

$$
a=b=c=d=3 \pi^{2} / 320
$$

Also solved by C. Georghiou, L. Kuipers, J.-Z. Lee \& J.-S. Lee, and the proposer.

## Rules, Rules, Rules

H-399 Proposed by M. Wachtel, Zurich, Switzerland (Vol. 24, no. 2, May 1986)

The twin sequences: $\frac{L_{1+6 n}-1}{2}=0,14,260,4674,83880, \ldots$
and

$$
\frac{L_{5+6 n}-1}{2}=5,99,1785,32039, \ldots
$$

are representable by infinitely many identities, partitioned into several groups of similar structure (see The Fibonacci Quarterly 24, no. 2 [May 1986], p. 186 for details). Find the construction rules for $S_{n}$ for each group.

Solution by Paul S. Bruckman, Fair Oaks, CA
The Group I formulas for $S_{m}$ are as follows:

$$
\begin{align*}
\frac{1}{2}\left(L_{6 n+3+2 k}-1\right)= & \frac{1}{2}\left(L_{6 m-2}-1\right) L_{6 n-6 m+5+2 k}  \tag{1}\\
& +\frac{1}{2}\left\{\left(\alpha^{3 m-1}-\alpha^{-(3 m-1)}\right)\left(\alpha^{6 n-9 m+6+2 k}+\alpha^{-(6 n-9 m+6+2 k)}\right)-1\right\},
\end{align*}
$$

$$
\text { where } k=-1 \text { or }+1, m=1,2,3, \ldots
$$

Depending on whether $m$ is odd or even, these may be expressed as follows:

$$
\begin{align*}
\frac{1}{2}\left(L_{6 n+3+2 k}-1\right) & =\frac{1}{2}\left(L_{6 m-2}-1\right) L_{6 n-6 m+5+2 k}+\frac{1}{2}\left(5 F_{3 m-1} F_{6 n-9 m+6+2 k}-1\right), \quad m \text { odd; (la) }  \tag{1a}\\
& =\frac{1}{2}\left(L_{6 m-2}-1\right) L_{6 n-6 m+5+2 k}+\frac{1}{2}\left(L_{3 m-1} L_{6 n-9 m+6+2 k}-1\right), m \text { even. }
\end{align*}
$$

The corresponding Group II and III formulas are as follows, with a similar dichotomy as indicated below:

$$
\begin{align*}
\frac{1}{2}\left(L_{6 n+3+2 k}-1\right)= & \frac{1}{2}\left(L_{6 m-4}-1\right) L_{6 n-6 m+7+2 k}  \tag{2}\\
& +\frac{1}{2}\left\{\left(\alpha^{3 m-2}-\alpha^{-(3 m-2)}\right)\left(\alpha^{6 n-9 m+9+2 k}+a^{-(6 n-9 m+9+2 k)}\right)-1\right\} ;
\end{align*}
$$

$$
\begin{align*}
= & \frac{1}{2}\left(L_{6 m-4}-1\right) L_{6 n-6 m+7+2 k} \\
= & +\frac{1}{2}\left(L_{3 m-2} L_{6 n-9 m+9+2 k}-1\right), m \text { odd; ; (2a) } \\
= & +\frac{1}{2}\left(5 F_{3 m-2} F_{6 n-9 m+9+2 k}-1\right), m \text { even; }  \tag{3}\\
= & \frac{1}{2}\left(L_{6 m-4}+1\right) L_{6 n-6 m+7+2 k} \\
& -\frac{1}{2}\left\{\left(\alpha^{3 m-2}+\alpha^{-(3 m-2)}\right)\left(\alpha^{6 n-9 m+9+2 k}-a^{-(6 n-9 m+9+2 k)}\right)+1\right\} ;  \tag{3a}\\
= & \frac{1}{2}\left(L_{6 m-4}+1\right) L_{6 n-6 m+7+2 k}-\frac{1}{2}\left(5 F_{3 m-2} F_{6 n-9 m+9+2 k}+1\right), m \text { odd; (3a) } \\
=\quad & \quad-\frac{1}{2}\left(L_{3 m-2} L_{6 n-9 m+9+2 k}+1\right), \quad m \text { even. }
\end{align*}
$$

Proof of (1): The right member of (1) simplifies as follows:
$\frac{1}{2}\left(L_{6 n+3+2 k}+L_{6 n-12 m+7+2 k}-L_{6 n-6 m+5+2 k}+L_{6 n-6 m+5+2 k}-L_{6 n-12 m+7+2 k}-1\right)$
$=\frac{1}{2}\left(L_{6 n+3+2 k}-1\right)$. Q.E.D.
Proof of (2): The right member of (2) simplifies as follows:
$\frac{1}{2}\left(L_{6 n+3+2 k}+L_{6 n-12 m+11+2 k}-L_{6 n-6 m+7+2 k}+L_{6 n-6 m+7+2 k}-L_{6 n-12 m+11+2 k}-1\right)$
$=\frac{1}{2}\left(L_{6 n+3+2 k}-1\right)$. Q.E.D.
Proof of (3): The right member of (3) simplifies as follows:
$\frac{1}{2}\left(L_{6 n+3}+2 k+L_{6 n-12 m+11+2 k}+L_{6 n-6 m+7+2 k}-L_{6 n-6 m+7+2 k}-L_{6 n-12 m+11+2 k}-1\right)$
$=\frac{1}{2}\left(L_{6 n+3+2 k}-1\right)$. Q.E.D.
Also solved by J. $-Z$. Lee \& J. -S. Lee as well as the proposer.
Editorial Note: Might as well dedicate this issue to Paul S. Bruckman.
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