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# A CONGRUENCE FOR FIBONOMIAL COEFFICIENTS MODULO $\boldsymbol{p}^{3}$ 

William A. Kimball and William A. Webb

Department of Pure and Applied Mathematics, Washington State University, Pullman, WA 99164-3113
(Submitted June 1993)
An interesting property of binomial coefficients is that, for primes $p>3$,

$$
\begin{equation*}
\binom{a p}{b p} \equiv\binom{a}{b} \quad\left(\bmod p^{k}\right) \tag{1}
\end{equation*}
$$

for $k=1,2,3$.
The Fibonomial coefficients, defined as

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]=\frac{F_{n} F_{n-1} \ldots F_{1}}{\left(F_{k} F_{k-1} \ldots F_{1}\right)\left(F_{n-k} \ldots F_{1}\right)},
$$

or, more generally,

$$
\left[\begin{array}{c}
n \\
k
\end{array}\right]_{j}=\frac{F_{n j} F_{(n-1) j} \ldots F_{j}}{\left(F_{k j} F_{(k-1) j} \ldots F_{j}\right)\left(F_{(n-k) j} \ldots F_{j}\right)},
$$

where $F_{i}$ is the $i^{\text {th }}$ Fibonacci number. Such expressions have been shown to possess many properties similar to binomial coefficients. In a previous paper [5] the authors investigated properties of Fibonomial coefficients similar to the property (1) of binomial coefficients for $k=2$. The main results of that paper are:

$$
\left[\begin{array}{c}
r a  \tag{2}\\
r b
\end{array}\right] \equiv \varepsilon^{(a-b) b r}\binom{a}{b} \quad\left(\bmod p^{2}\right)
$$

and

$$
\left[\begin{array}{c}
\tau a  \tag{3}\\
\tau b
\end{array}\right] \equiv\binom{t a}{t b} \quad\left(\bmod p^{2}\right),
$$

where $\tau$ is the period of the Fibonacci sequence modulo an odd prime $p, r$ is the rank of apparition of $p$ (that is, $F_{r}$ is the first nonzero $F_{i}$ divisible by $p$ ), and $t=\tau / r$ is an integer. In [7] it is shown that $t$ must assume the value 1,2 , or 4 . The number $\varepsilon$ is defined by $\varepsilon=1$ if $\tau=r$, $\varepsilon=-1$ if $\tau=2 r$, and $\varepsilon^{2} \equiv-1\left(\bmod p^{2}\right)$ if $\tau=4 r$.

Unlike the ordinary binomial coefficients, these results are not true in general for higher powers of $p$. However, in some cases they can be extended to congruences modulo $p^{3}$.

In order to prove these results, we will first examine some congruences involving certain products of consecutive Fibonacci numbers. Throughout the paper, $L_{i}$ represents the $i^{\text {th }}$ Lucas number, and $p>3$ is prime.

We first consider $\prod_{k=1}^{r-1} F_{m r+k}$ modulo $p^{3}$. From the identity $2 F_{a+b}=L_{a} F_{b}+L_{b} F_{a}$, we obtain $2 F_{m r+k}=L_{m r} F_{k}+L_{k} F_{m r}$ so that, upon expanding the product and using the facts $p \mid F_{r}$ and $F_{r} \mid F_{m r}$, we have $p \mid F_{m r}$ and

$$
\begin{equation*}
2^{r-1} \prod_{k=1}^{r-1} F_{m r+k} \equiv\left(L_{m r}^{r-1}+L_{m r}^{r-2} F_{m r} \Sigma_{1}+L_{m r}^{r-3} F_{m r}^{2} \Sigma_{2}\right)\left(\prod_{k=1}^{r-1} F_{k}\right)\left(\bmod p^{3}\right), \tag{4}
\end{equation*}
$$

where

$$
\Sigma_{1}=\sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}} \quad \text { and } \quad \Sigma_{2}=\sum_{\substack{n, k=1 \\ k<n}}^{r-1} \frac{L_{k}}{F_{k}} \frac{L_{n}}{F_{n}} .
$$

Then, upon dividing both sides of (4) by $\left(2^{r-1}\right) \prod_{k=1}^{r-1} F_{k}$,

$$
\begin{align*}
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} & \equiv\left(\frac{L_{m r}}{2}\right)^{r-1}+\frac{1}{2}\left(\frac{L_{m r}}{2}\right)^{r-2} F_{m r} \Sigma_{1}+\frac{1}{4}\left(\frac{L_{m r}}{2}\right)^{r-3} F_{m r}^{2} \Sigma_{2}  \tag{5}\\
& \equiv \frac{1}{4}\left(\frac{L_{m r}}{2}\right)^{r-3}\left[L_{m r}^{2}+L_{m r} F_{m r} \Sigma_{1}+F_{m r}^{2} \Sigma_{2}\right] \quad\left(\bmod p^{3}\right) .
\end{align*}
$$

We will next work toward simplifying the right-hand side of (5), specifically we will eliminate $\Sigma_{2}$ by writing it in terms of $\Sigma_{1}$.

Now, because $\Sigma_{1}=\sum_{k=1}^{r-1}\left(L_{k} / F_{k}\right)$, we see that

$$
\Sigma_{1}^{2}=\left(\sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}}\right)^{2}=\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}+2 \sum_{\substack{n, k=1 \\ k<n}}^{r-1} \frac{L_{k}}{F_{k}} \frac{L_{n}}{F_{n}}=\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}+2 \Sigma_{2},
$$

thus

$$
\begin{equation*}
\Sigma_{2}=\frac{1}{2}\left[\Sigma_{1}^{2}-\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}\right] \tag{6}
\end{equation*}
$$

Now $\Sigma_{1} \equiv 0(\bmod p)[5]$ so that, from (6), we obtain

$$
\begin{equation*}
F_{m r}^{2} \Sigma_{2} \equiv-\frac{1}{2} F_{m r}^{2} \sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}\left(\bmod p^{4}\right) . \tag{7}
\end{equation*}
$$

We look at $\sum_{k=1}^{r-1}\left(L_{k} / F_{k}\right)^{2}$ modulo $p^{2}$. Clearly,

$$
2 \sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}=\sum_{k=1}^{r-1}\left[\left(\frac{L_{k}}{F_{k}}\right)^{2}+\left(\frac{L_{r-k}}{F_{r-k}}\right)^{2}\right]=\sum_{k=1}^{r-1}\left[\frac{\left(L_{k} F_{r-k}\right)^{2}+\left(L_{r-k} F_{k}\right)^{2}}{\left(F_{k} F_{r-k}\right)^{2}}\right],
$$

and, from an identity already mentioned,

$$
\left(2 F_{r}\right)^{2}=\left(L_{k} F_{r-k}+L_{r-k} F_{k}\right)^{2}=\left(L_{k} F_{r-k}\right)^{2}+\left(L_{r-k} F_{k}\right)^{2}+2\left(L_{k} F_{r-k} L_{r-k} F_{k}\right),
$$

which implies

$$
\left(L_{k} F_{r-k}\right)^{2}+\left(L_{r-k} F_{r}\right)^{2} \equiv-2\left(L_{k} F_{r-k} L_{r-k} F_{k}\right) \quad\left(\bmod p^{2}\right)
$$

Then, substituting in the equality just above,

$$
2 \sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}=\sum_{k=1}^{r-1}\left[\frac{\left(L_{k} F_{r-k}\right)^{2}+\left(L_{r-k} F_{k}\right)^{2}}{\left(F_{k} F_{r-k}\right)^{2}}\right] \equiv \sum_{k=1}^{r-1} \frac{-2\left(L_{k} F_{r-k} L_{r-k} F_{k}\right)}{\left(F_{k} F_{r-k}\right)^{2}} \equiv-2 \sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}} \frac{L_{r-k}}{F_{r-k}}\left(\bmod p^{2}\right)
$$

or

$$
\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv-\sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}} \frac{L_{r-k}}{F_{r-k}}\left(\bmod p^{2}\right)
$$

We now use the identity $2 L_{a+b}=L_{a} L_{b}+5 F_{a} F_{b}$ to note that $2 L_{r}=L_{k} L_{r-k}+5 F_{k} F_{r-k}$; hence,

$$
5+\frac{L_{k} L_{r-k}}{F_{k} F_{r-k}}=\frac{2 L_{r}}{F_{k} F_{r-k}} .
$$

Thus,

$$
-\sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}} \frac{L_{r-k}}{F_{r-k}}=\sum_{k=1}^{r-1}\left(5-\frac{2 L_{r}}{F_{k} F_{r-k}}\right)=5(r-1)-\sum_{k=1}^{r-1} \frac{2 L_{r}}{F_{k} F_{r-k}}
$$

or

$$
\begin{equation*}
\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv 5(r-1)-\sum_{k=1}^{r-1} \frac{2 L_{r}}{F_{k} F_{r-k}}\left(\bmod p^{2}\right) \tag{8}
\end{equation*}
$$

Then, from (7) and (8), we have

$$
F_{m r}^{2} \Sigma_{2} \equiv \frac{-5}{2} F_{m r}^{2}(r-1)+F_{m r}^{2} \sum_{k=1}^{r-1} \frac{L_{r}}{F_{k} F_{r-k}}\left(\bmod p^{4}\right)
$$

or

$$
F_{m r}^{2} \Sigma_{2} \equiv \frac{-5}{2} F_{m r}^{2}(r-1)+L_{r} \frac{F_{m r}^{2}}{F_{r}} \sum_{k=1}^{r-1} \frac{F_{r}}{F_{k} F_{r-k}}\left(\bmod p^{4}\right)
$$

However,

$$
2 \Sigma_{1}=\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}+\frac{L_{r-k}}{F_{r-k}}\right)=\sum_{k=1}^{r-1} \frac{L_{k} F_{r-k}+L_{r-k} F_{k}}{F_{k} F_{r-k}}=\sum_{k=1}^{r-1} \frac{2 F_{r}}{F_{k} F_{r-k}}
$$

so that

$$
\begin{equation*}
\Sigma_{1}=\sum_{k=1}^{r-1} \frac{F_{r}}{F_{k} F_{r-k}} . \tag{9}
\end{equation*}
$$

Hence, from the last congruence,

$$
F_{m r}^{2} \Sigma_{2} \equiv \frac{-5}{2} F_{m r}^{2}(r-1)+L_{r} \frac{F_{m r}^{2}}{F_{r}} \Sigma_{1}\left(\bmod p^{4}\right),
$$

and so, substituting into (5),

$$
\begin{equation*}
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} \equiv\left(\frac{L_{m r}}{2}\right)^{r-1}-\frac{5}{8} F_{m r}^{2}\left(\frac{L_{m r}}{2}\right)^{r-3}(r-1)+\left(\frac{L_{m r}}{2}\right)^{r-2} \frac{1}{2}\left(F_{m r}+\frac{L_{r}}{L_{m r}} \frac{F_{m r}^{2}}{F_{r}}\right) \Sigma_{1}\left(\bmod p^{3}\right) \tag{10}
\end{equation*}
$$

It is known that, for $p \neq 5, r$ divides either $p-1$ or $p+1$, so we will look at the two special cases where $r=p \pm 1$ and prove a proposition that is interesting in its own right.

Proposition 1: For $r=p \pm 1$,

$$
\sum_{k=1}^{r-1} \frac{L_{k}}{F_{k}}=\Sigma_{1} \equiv 0\left(\bmod p^{2}\right)
$$

for any odd prime $p$.
Proof: In order to show that $\Sigma_{1} \equiv 0\left(\bmod p^{2}\right)$, we need only show that $\sum_{k=1}^{r-1}\left(1 / F_{k} F_{r-k}\right) \equiv 0$ $(\bmod p)$ since, from (9), $\Sigma_{1}=\sum_{k=1}^{r-1}\left(F_{r} / F_{k} F_{r-k}\right)$ and $p \mid F_{r}$. In [5], it was proved that $L_{k r} \equiv 2 \varepsilon^{k}$ $\left(\bmod p^{2}\right)$, where $\varepsilon$ was as previously defined.

Thus, $L_{r} \equiv 2 \varepsilon \not \equiv 0(\bmod p)$, and therefore, $\sum_{k=1}^{r-1}\left(1 / F_{k} F_{r-k}\right) \equiv 0(\bmod p)$ if and only if $\sum_{k=1}^{r-1}\left(-2 L_{r} / F_{k} F_{r-k}\right) \equiv 0(\bmod p)$. We have, from (8), that

$$
\sum_{k=1}^{r-1} \frac{-2 L_{r}}{F_{k} F_{r-k}} \equiv-5(r-1)+\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}(\bmod p) .
$$

We will show that, for $r=p \pm 1$, the right-hand side of the above congruence is congruent to 0 modulo $p$. We first prove a few simple lemmas.

Lemma 1: The numbers $L_{k} / F_{k}$ are all incongruent modulo $p$ for $k=1, \ldots, r-1$.
Proof: Assume that $L_{k} / F_{k} \equiv L_{j} / F_{j}(\bmod p)$ for some $1 \leq j<k \leq r-1$. Then $L_{k} F_{j} \equiv L_{j} F_{k}$ $(\bmod p)$, and from the identity $2 F_{k-j}=F_{k} L_{-j}+F_{-j} L_{k}$ together with the facts $F_{-j}=(-1)^{j+1} F_{j}$ and $L_{-j}=(-1)^{j} L_{j}$, we obtain $2 F_{k-j}=(-1)^{j}\left[F_{k} L_{j}-F_{j} L_{k}\right] \equiv 0(\bmod p)$. However, this is impossible because $1 \leq k-j \leq(r-2)$.

Lemma 2: $\left(L_{k} / F_{k}\right)^{2} \equiv 5(\bmod p)$ for all $k$ and all odd primes $p$.
Proof: Assume that $\left(L_{k} / F_{k}\right)^{2} \equiv 5(\bmod p)$, then $L_{k}^{2} \equiv 5 F_{k}^{2}(\bmod p)$ so that $2 L_{k}^{2} \equiv L_{k}^{2}+5 F_{k}^{2}$ $(\bmod p)$. But, from $2 L_{a+b}=L_{a} L_{b}+5 F_{a} F_{b}$, we have $2 L_{2 k}=L_{k}^{2}+5 F_{k}^{2}$ so that $L_{k}^{2} \equiv L_{2 k}(\bmod p)$. However, from the identity $L_{a+b}=L_{a} L_{b}-(-1)^{b} L_{a-b}$, we obtain $L_{2 k}=L_{k}^{2} \pm 2$, and combining this with $L_{k}^{2} \equiv L_{2 k}(\bmod p)$ we conclude that $0 \equiv \pm 2(\bmod p)$ for the odd prime $p$.

We are now in a position to complete the proof of Proposition 1. We have seen that we need to show that $-5(r-1)+\sum_{k=1}^{r-1}\left(L_{k} / F_{k}\right)^{2} \equiv 0(\bmod p)$ for $r=p \pm 1$. We consider the two cases separately.
Case 1. $r=p+1$

$$
-5(r-1)+\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv-5 p+\sum_{k=1}^{p}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv \sum_{k=1}^{p}\left(\frac{L_{k}}{F_{k}}\right)^{2}(\bmod p) .
$$

But from Lemma 1 we have that, for $k=1, \ldots, p=r-1$, the numbers $L_{k} / F_{k}$ are all incongruent modulo $p$; thus, the set of $p$ numbers $\left\{L_{k} / F_{k}: k=1, \ldots, p\right\}$ forms a complete residue system modulo $p$. Then

$$
\sum_{k=1}^{p}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv \sum_{k=1}^{p} k^{2} \equiv 0(\bmod p) .
$$

Case 2. $r=p-1$

$$
-5(r-1)+\sum_{k=1}^{r-1}\left(\frac{L_{k}}{F_{k}}\right)^{2}=-5(p-2)+\sum_{k=1}^{p-2}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv 10+\sum_{k=1}^{p-2}\left(\frac{L_{k}}{F_{k}}\right)^{2}(\bmod p) .
$$

Now all of the $L_{k} / F_{k}$ for $k=1, \ldots, p-2$ are incongruent modulo $p$ by Lemma 1 and, from Lemma 2, $\left(L_{k} / F_{k}\right)^{2} \not \equiv 5(\bmod p)$ for each $k$. However, 5 is a quadratic residue modulo $p$ [8], and we have

$$
10+\sum_{k=1}^{p-2}\left(\frac{L_{k}}{F_{k}}\right)^{2} \equiv \sum_{k=1}^{p} k^{2} \equiv 0(\bmod p) .
$$

Thus, Proposition 1 is proved.
Since $p \nmid L_{m r}$, but $p \mid F_{r}$ and $F_{r} \mid F_{m r}$, an immediate consequence of Proposition 1 is the following corollary concerning the last term in equation 10 .

## Corollary 1:

$$
\left(\frac{L_{m r}}{2}\right)^{r-2} \frac{1}{2}\left(F_{m r}+\frac{L_{r}}{L_{m r}} \frac{F_{m r}^{2}}{F_{r}}\right) \Sigma_{1} \equiv 0\left(\bmod p^{3}\right) .
$$

Before proving our main theorem, we need the following result about the specific Fibonomial coefficient

$$
\left[\begin{array}{c}
(m+1) r-1 \\
r-1
\end{array}\right]=\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}}
$$

modulo $p^{3}$.

Proof: We again deal with the two cases separately.
Case 1. $r=p-1$
If $r=p-1$, then $r$ is even and $\tau=p-1$. From (10) and Corollary 1,

$$
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} \equiv\left(\frac{L_{m r}}{2}\right)^{p-2}-\frac{5}{8} F_{m r}^{2}\left(\frac{L_{m r}}{2}\right)^{p-4}(p-2) \equiv \frac{1}{4}\left(\frac{L_{m r}}{2}\right)^{p-4}\left[L_{m r}^{2}+5 F_{m r}^{2}\right]\left(\bmod p^{3}\right)
$$

But $L_{m r}^{2}+5 F_{m r}^{2}=2 L_{2 m r}$. Furthermore, $L_{2 m r}=L_{m r} L_{m r}-(-1)^{m r} L_{m r-m r}=L_{m r}^{2}-2$, so $L_{m r}^{2}+5 F_{m r}^{2}=$ $2\left(L_{m r}^{2}-2\right)$. Therefore,

$$
\frac{1}{4}\left(\frac{L_{m r}}{2}\right)^{p-4}\left[L_{m r}^{2}+5 F_{m r}^{2}\right]=2\left(\frac{L_{m r}}{2}\right)^{p-2}-\left(\frac{L_{m r}}{2}\right)^{p-4}
$$

However, from $L_{k r} \equiv 2 \varepsilon^{k}\left(\bmod p^{2}\right)$, we obtain $L_{m r} / 2 \equiv 1\left(\bmod p^{2}\right)$, so $L_{m r} / 2=1+p^{2} q$ for some $q$. Then

$$
\left(\frac{L_{m r}}{2}\right)^{p-k}=\left(1+p^{2} q\right)^{p-k} \equiv 1+(p-k) p^{2} q \equiv 1-k p^{2} q\left(\bmod p^{3}\right)
$$

and so

$$
2\left(\frac{L_{m r}}{2}\right)^{p-2}-\left(\frac{L_{m r}}{2}\right)^{p-4} \equiv 2\left(1-2 p^{2} q\right)-\left(1-4 p^{2} q\right) \equiv 1\left(\bmod p^{3}\right)
$$

or

$$
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} \equiv 1 \equiv(1)^{m}\left(\bmod p^{3}\right)
$$

Case 2. $r=p+1$
If $r=p+1$, then $\tau=2 r$ and $r$ is even. From (10) and Corollary 1,

$$
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} \equiv\left(\frac{L_{m r}}{2}\right)^{p}-\frac{5}{8} F_{m r}^{2}\left(\frac{L_{m r}}{2}\right)^{p-2}(p) \equiv\left(\frac{L_{m r}}{2}\right)^{p}\left(\bmod p^{3}\right)
$$

Now, $L_{k r} \equiv 2 \varepsilon^{k}\left(\bmod p^{2}\right)$ yields $L_{m r} / 2 \equiv(-1)^{m}\left(\bmod p^{2}\right)$ or $L_{m r} / 2=(-1)^{m}+p^{2} q$ for some $q$. Then,

$$
2\left(\frac{L_{m r}}{2}\right)^{p} \equiv(-1)^{m p}+(-1)^{m(p-1)}(p)\left(p^{2} q\right) \quad\left(\bmod p^{3}\right)
$$

or

$$
\frac{\prod_{k=1}^{r-1} F_{m r+k}}{\prod_{k=1}^{r-1} F_{k}} \equiv(-1)^{m}\left(\bmod p^{3}\right)
$$

Thus, Lemma 3 is proved.
Proposition 2: For any $n \geq 0$ and $m \geq 0$, if $r=p \pm 1$, then

$$
\prod_{k=n r+1}^{n r+r-1} F_{m r+k} \equiv(\mp 1)^{m} \prod_{k=n r+1}^{n r+r-1} F_{k}\left(\bmod p^{3}\right) \text {, respectively. }
$$

Proof: From Lemma 3,

$$
\prod_{k=n r+1}^{n r+r-1} F_{m r+k}=\prod_{k=1}^{r-1} F_{(m+n) r+k} \equiv(\mp 1)^{m+n} \prod_{k=1}^{r-1} F_{k} \quad\left(\bmod p^{3}\right)
$$

and

$$
\prod_{k=n r+1}^{n r+r-1} F_{k}=\prod_{k=1}^{r-1} F_{n r+k} \equiv(\mp 1)^{n} \prod_{k=1}^{r-1} F_{k} \quad\left(\bmod p^{3}\right)
$$

so that

$$
\frac{\prod_{k=n r+1}^{n r+r-1} F_{m r+k}}{\prod_{k=n r+1}^{n r+r-1} F_{k}} \equiv \frac{(\mp 1)^{m+n} \prod_{k=1}^{r-1} F_{k}}{(\mp 1)^{n} \prod_{k=1}^{r-1} F_{k}} \equiv(\mp 1)^{m} \quad\left(\bmod p^{3}\right)
$$

Recalling that

$$
\left[\begin{array}{c}
a \\
b
\end{array}\right]_{r}=\frac{F_{a r} F_{(a-1) r} \cdots F_{r}}{\left(F_{b r} F_{(b-1) r} \cdots F_{r}\right)\left(F_{(a-b) r} \cdots F_{r}\right)},
$$

we can now prove our main theorem.
Theorem: For any prime $p>3$ and any $a \geq b \geq 0$, if $r=p \pm 1$, then

$$
\left[\begin{array}{c}
r a \\
r b
\end{array}\right] \equiv(\mp 1)^{(a-b) b}\left[\begin{array}{l}
a \\
b
\end{array}\right]_{r}\left(\bmod p^{3}\right), \text { respectively. }
$$

Proof: Separating the factors divisible by $p$ from those relatively prime to $p$, we obtain

$$
\left[\begin{array}{c}
a r \\
b r
\end{array}\right]=\frac{F_{a r} F_{a r-1} \cdots F_{(a-b) r+1}}{F_{b r} F_{b r-1} \cdots F_{1}}=\left(\frac{F_{a r} F_{(a-1) r}}{F_{b r} F_{(b-1) r}} \cdots \frac{F_{(a-b+1) r}}{F_{r}}\right)\left(\frac{\prod_{k=(a-1) r+1}^{(a-1) r+r-1} F_{k} \cdots \prod_{k=(a-b) r+1}^{(a-b) r+r-1} F_{k}}{\prod_{k=(b-1) r+1}^{(b-1) r+r-1} F_{k} \cdots \prod_{k=1}^{r-1} F_{k}}\right) .
$$

By Proposition 2, the right factor above is congruent to $(\mp 1)^{a-b} \cdots(\mp 1)^{a-b} \equiv(\mp 1)^{(a-b) b}\left(\bmod p^{3}\right)$ and the left factor is $\left[\begin{array}{c}a \\ b\end{array}\right]$. Hence,

$$
\left[\begin{array}{l}
a r \\
b r
\end{array}\right] \equiv(\mp 1)^{(a-b) b}\left[\begin{array}{l}
a \\
b
\end{array}\right]_{r}\left(\bmod p^{3}\right) .
$$

Corollary: For $a \geq b \geq 0$,

$$
\left[\begin{array}{l}
a \tau \\
b \tau
\end{array}\right] \equiv\left\{\begin{array}{lll}
{\left[\begin{array}{l}
a \\
b
\end{array}\right]_{r}} & \text { if } r=p-1 \\
{\left[\begin{array}{lll}
2 a \\
2 b
\end{array}\right]_{r}} & \text { if } r=p+1
\end{array}\left(\bmod p^{3}\right) .\right.
$$

Proof: These follow immediately from the Theorem and the facts: $\tau=p-1$ if $r=p-1$ and $\tau=2(p+1)$ if $r=p+1$. If $\tau=t r$, then

$$
\left[\begin{array}{l}
a \tau \\
b \tau
\end{array}\right]=\left[\begin{array}{l}
a t r \\
b t r
\end{array}\right] \equiv(\mp 1)^{(a-b) b t}\left[\begin{array}{l}
a t \\
b t
\end{array}\right]_{r} \equiv\left[\begin{array}{l}
t a \\
t b
\end{array}\right]_{r}\left(\bmod p^{3}\right) .
$$

As was shown in [5], if the modulus is only $p^{2}$ instead of $p^{3}$, the expression $\left[\begin{array}{l}{[t a]_{r}}\end{array}\right.$ can also be $^{[ }$ written in terms of ordinary binomial coefficients. Can this be done mod $p^{3}$ as well? It might also be noted that in [5] this reduction was possible because

$$
\frac{F_{k r}}{F_{p^{s} r}}=\frac{k}{p^{s}}\left(\frac{L_{r}}{2}\right)^{k-p^{s}}\left(\bmod p^{2}\right)
$$

[AUG.
if $p^{s} \mid k$. (Proposition 2 was the case $s=0$, but the general case is essentially the same and somewhat more useful.) The same congruence is, in general, false $\bmod p^{3}$.
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# VISUALIZING GOLDEN RATIO SUMS WITH TILING PATTERNS 
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Several sums involving the Golden Ratio $\Phi=(1+\sqrt{5}) / 2$ can be illustrated by tiling either squares or golden rectangles with squares, rectangles, gnomons, or other shapes formed from rectangles. This visually-pleasing approach complements an early paper, "Fibonacci Numbers and Geometry," by Brother Alfred Brousseau [1].

The basic golden rectangle, with ratio length to width $\Phi$, is the basis for all figures that follow. In Figure 1, the length is 1 and the width is $1 / \Phi$.


## FIGURE 1: The Golden Rectangle

Divide the sides of a square and a golden rectangle in powers of $1 / \Phi$ to form the templates of Figure 2.

In Figure 3 a square of side 1 tiled with golden rectangles shows that

$$
1 / \Phi+1 / \Phi^{3}+1 / \Phi^{5}+\cdots+1 / \Phi^{2 n-1}+\cdots=1
$$

while a golden rectangle of length 1 tiled with squares (Figure 4) shows that

$$
1 / \Phi^{2}+1 / \Phi^{4}+1 / \Phi^{6}+\cdots+1 / \Phi^{2 n}+\cdots=1 / \Phi
$$

Divide a square of side $\Phi$ into powers of $1 / \Phi$ and tile the rectangles that lie on falling diagonals to form Figure 5. Then each successive diagonal has $n$ rectangles each of area $1 / \Phi^{n+1}$, so that

$$
1 / \Phi^{2}+2 / \Phi^{3}+3 / \Phi^{4}+\cdots+n / \Phi^{n+1}+\cdots=\Phi^{2}
$$

Also, the length of each side is $1 / \Phi+1 / \Phi^{2}+1 / \Phi^{3}+\cdots+1 / \Phi^{n}+\cdots=\Phi$.
In Figure 6 we again divide a square of side $\Phi$ into powers of $1 / \Phi$ and tile with $L$-shaped tiles, each formed from two rectangles having area $1 / \Phi^{2 n-1}$ There are $F_{n} L$-shaped tiles, each of area $2 / \Phi^{2 n-1}$, so that

$$
1 / \Phi+1 / \Phi^{3}+2 / \Phi^{5}+\cdots+F_{n} / \Phi^{2 n-1}+\cdots=\Phi^{2} / 2
$$

where $F_{n}$ is the $n^{\text {th }}$ Fibonacci number.

Figure 7 uses gnomons as tiles, where the largest has area $1 / \Phi$ and the $n^{\text {th }}$ gnomon has area $1 / \Phi^{2 n-1}$, making a visualization of the formula

$$
1 / \Phi+1 / \Phi^{3}+1 / \Phi^{5}+\cdots+1 / \Phi^{2 n-1}+\cdots=1
$$

Figure 8 is similar to Figure 5, but the tiling distinguishes squares, rectangles of area $1 / \Phi^{2 n}$, and rectangles of area $1 / \Phi^{2 n+1}$. The $(2 n-1)^{\text {st }}$ diagonal contains one square of area $1 / \Phi^{2 n}$ and $(2 n-2)$ rectangles each of area $1 / \Phi^{2 n}$, while the $(2 n)^{\text {th }}$ diagonal contains $2 n$ rectangles each of area $1 / \Phi^{2 n+1}$. Figure 8 provides a visualization of the sums:

$$
\begin{aligned}
& 1 / \Phi^{2}+1 / \Phi^{4}+1 / \Phi^{6}+\cdots+1 / \Phi^{2 n}+\cdots=1 / \Phi \\
& 1 / \Phi^{4}+2 / \Phi^{6}+3 / \Phi^{8}+\cdots+n / \Phi^{2 n+2}+\cdots=1 / \Phi^{2} \\
& 1 / \Phi^{3}+2 / \Phi^{5}+3 / \Phi^{7}+\cdots+n / \Phi^{2 n+1}+\cdots=1 / \Phi
\end{aligned}
$$



|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | $\mid$ |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |

FIGURE 2: Templates for Visualizing Fibonacci and Golden Ratio Summation Formulas with Tiling Patterns


FIGURE 3: $1 / \Phi+1 / \Phi^{3}+1 / \Phi^{5}+\cdots+1 / \Phi^{2 n-1}+\cdots=1$


FIGURE 4: $1 / \Phi^{2}+1 / \Phi^{4}+1 / \Phi^{6}+\cdots+1 / \Phi^{2 n}+\cdots=1 / \Phi$


FIGURE 5: $1 / \Phi^{2}+2 / \Phi^{3}+3 / \Phi^{4}+\cdots+n / \Phi^{n+1}+\cdots=\Phi^{2}$
$1 / \Phi+1 / \Phi^{2}+1 / \Phi^{3}+\cdots+1 / \Phi^{n}+\cdots=\Phi$


FIGURE 6: $1 / \Phi+1 / \Phi^{3}+2 / \Phi^{5}+\cdots+F_{n} / \Phi^{2 n-1}+\cdots=\Phi^{2} / 2$


FIGURE 7: $1 / \Phi+1 / \Phi^{3}+1 / \Phi^{5}+\cdots+1 / \Phi^{2 n-1}+\cdots=1$


FIGURE 8: $1 / \Phi^{2}+1 / \Phi^{4}+1 / \Phi^{6}+\cdots+1 / \Phi^{2 n}+\cdots=1 / \Phi$
$1 / \Phi^{4}+2 / \Phi^{6}+3 / \Phi^{8}+\cdots+n / \Phi^{2 n+2}+\cdots=1 / \Phi^{2}$
$1 / \Phi^{3}+2 / \Phi^{5}+3 / \Phi^{7}+\cdots+n / \Phi^{2 n+1}+\cdots=1 / \Phi$
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## 1. INTRODUCTION

Let $u_{0}=0, u_{1}=1$, and $u_{n}=a u_{n-1}+b u_{n-2}$ for any positive integer $n \geq 2$. Also, for any nonnegative integer $m$, define

$$
\binom{m}{j}_{u}= \begin{cases}1, & \text { if } j=0, \\ \frac{u_{m} \cdots u_{m-j+1}}{u_{j} \cdots u_{1}}, & \text { if } j=1, \ldots, m .\end{cases}
$$

In [1] Jarden showed that, for any positive integer $k$,

$$
\sum_{i=0}^{k+1}(-1)^{i(i+1) / 2} b^{(i-1) / 2}\binom{k+1}{i}_{u} u_{n-i}^{k}=0 .
$$

In this paper we will prove Jarden's result by generalizing a proof by Carlitz [2]. In addition, we will present a new like-power recurrence relation identity. Detailed proofs of the lemmas and the theorem will be supplied at the end of the paper.

## 2. SEQUENTIAL RESULTS

Let

$$
\alpha, \beta=\frac{a \pm \sqrt{a^{2}+4 b}}{2} .
$$

Lemma 2.1: Let $n$ be a nonnegative integer. Then

$$
u_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} .
$$

Lemma 2.2: Let $n \geq-1$ be an integer. Then

$$
u_{n+1}=\sum_{r}\binom{r}{n-r} a^{2 r-n} b^{n-r} .
$$

Lemma 2.3: Let $n \geq 2$ be an integer. Then
(a) $u_{n}+b u_{n-2}=\alpha^{n-1}+\beta^{n-1}$.
(b) $b u_{n} u_{n-2}-b u_{n-1}^{2}=\alpha^{n-1} \beta^{n-1}$.

Lemma 2.4: Let $k$ be a positive integer and $0 \leq r \leq n$ be integers. Then

## 3. MATRIX RESULTS

Let

$$
A_{n+1}=\left[\binom{r}{n-c}^{r+c-n} b^{n-c}\right], \quad 0 \leq r, c \leq n
$$

be a matrix of order $n+1$. For example, for $n=3$,

$$
A_{4}=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & b & a \\
0 & b^{2} & 2 a b & a^{2} \\
b^{3} & 3 a b^{2} & 3 a^{2} b & a^{3}
\end{array}\right] .
$$

Lemma 3.1: $\operatorname{tr}\left(A_{n+1}^{k}\right)=\frac{u_{k n+k}}{u_{k}}$ for any positive integer $k$.
It is worth noting that the case $k=1$ is exactly Lemma 2.2 , so that Lemma 3.1 is in some sense a generalization of Lemma 2.2.

Lemma 3.2: The eigenvalues of $A_{n+1}$ are $\alpha^{n}, \alpha^{n-1} \beta, \ldots, \alpha \beta^{n-1}, \beta^{n}$.
Lemma 3.3:

$$
\prod_{j=0}^{n}\left(x-\alpha^{j} \beta^{n-j}\right)=\sum_{i=0}^{n+1}(-1)^{i(i+1) / 2} b^{(i-1) i / 2}\binom{n+1}{i}_{u} x^{n+1-i} .
$$

The next lemma is similar to a result of Hoggatt and Bicknell [3].
Lemma 3.4: $\left(A_{k+1}^{n}\right)_{k, i}=\binom{k}{i} u_{n+1}^{i}\left(b u_{n}\right)^{k-i}$.

## 4. JARDEN'S RESULT

## Theorem 4.1:

$$
\sum_{i=0}^{k+1}(-1)^{i(i+1) / 2} b^{(i-1) / 2}\binom{k+1}{i}_{u} u_{n-i}^{k}=0
$$

## 5. MORE RESULTS AND OPEN QUESTIONS

More identities, like the one just derived, need to be studied. For example, it can be shown, using the computer algebra system DERIVE that, if $x_{0}, x_{1}$, and $x_{2}$ are arbitrary and

$$
x_{n}=a x_{n-1}+b x_{n-2}+c x_{n-3},
$$

then

$$
\begin{aligned}
x_{n}^{2}= & \left(a^{2}+b\right) x_{n-1}^{2}+\left(a^{2} b+b^{2}+a c\right) x_{n-2}^{2}+\left(a^{3} c+4 a b c-b^{3}+2 c^{2}\right) x_{n-3}^{2} \\
& +\left(-a b^{2} c+a^{2} c^{2}-b c^{2}\right) x_{n-4}^{2}+\left(b^{2} c^{2}-a c^{3}\right) x_{n-5}^{2}-c^{4} x_{n-6}^{2} .
\end{aligned}
$$

Is there a similar formula for third powers? Also, what about formulas for

$$
x_{n}=a x_{n-1}+b x_{n-2}+c x_{n-3}+d x_{n-4} ?
$$

## 6. PROOFS

Proof of Lemma 2.1: Let

$$
G(z)=u_{0}+u_{1} z+u_{2} z^{2}+\cdots .
$$

Then

$$
a z G(z)=a u_{0} z+a u_{1} z^{2}+\cdots \quad \text { and } b z^{2} G(z)=b u_{0} z^{2}+\cdots
$$

Subtracting the last two equations from the first and using the definition of $u_{n}$,

$$
\left(1-a z-b z^{2}\right) G(z)=z
$$

so

$$
G(z)=\frac{z}{1-a z-b z^{2}}=\frac{1}{\alpha-\beta}\left(\frac{1}{1-\alpha z}-\frac{1}{1-\beta z}\right) .
$$

Thus,

$$
u_{n}=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}
$$

Proof of Lemma 2.2: By induction on $n$. First, the result is true for $n=-1$ and $n=0$. Now assume that $n \geq 0$ and that the result is true for $n$ and $n-1$. Then

$$
\begin{aligned}
u_{n+1} & =a u_{n}+b u_{n-1} \\
& =a \sum_{r}\binom{r}{n-1-r} a^{2 r-n+1} b^{n-1-r}+b \sum_{r}\binom{r}{n-2-r} a^{2 r-n+2} b^{n-2-r} \\
& =\sum_{r}\left[\binom{r}{n-1-r}+\binom{r}{n-2-r}\right] a^{2 r-n+2} b^{n-1-r} \\
& =\sum_{r}\binom{r+1}{n-1-r} a^{2 r-n+2} b^{n-1-r}=\sum_{r}\binom{r}{n-r} a^{2 r-n} b^{n-r} .
\end{aligned}
$$

## Proof of Lemma 2.3:

(a) By the definition of $u_{n}$ and Lemma 2.1,

$$
\begin{aligned}
u_{n}+b u_{n-2} & =u_{n}+u_{n}-\alpha u_{n-1} \\
& =2 \frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}-(\alpha+\beta) \frac{\alpha^{n-1}-\beta^{n-1}}{\alpha-\beta} \\
& =\frac{2 \alpha^{n}-2 \beta^{n}-\alpha^{n}+\alpha \beta^{n-1}-\beta \alpha^{n-1}+\beta^{n}}{\alpha-\beta} \\
& =\frac{\alpha^{n}-\beta^{n}+\alpha \beta^{n-1}-\beta \alpha^{n-1}}{\alpha-\beta}=\frac{\alpha\left(\alpha^{n-1}+\beta^{n-1}\right)-\beta\left(\alpha^{n-1}+\beta^{n-1}\right)}{\alpha-\beta} \\
& =\frac{(\alpha-\beta)\left(\alpha^{n-1}+\beta^{n-1}\right)}{\alpha-\beta}=\alpha^{n-1}+\beta^{n-1} .
\end{aligned}
$$

(b) By the definition of $u_{n}$ and Lemma 2.1,

$$
\begin{aligned}
b u_{n} u_{n-2}-b u_{n-1}^{2} & =u_{n}\left(u_{n}-a u_{n-1}\right)-b u_{n-1}^{2}=u_{n}^{2}-a u_{n} u_{n-1}-b u_{n-1}^{2} \\
& =u_{n}^{2}-u_{n-1}\left(a u_{n}+b u_{n-1}\right)=u_{n}^{2}-u_{n-1} u_{n+1} \\
& =\left(\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta}\right)^{2}-\frac{\alpha^{n-1}-\beta^{n-1}}{\alpha-\beta} \cdot \frac{\alpha^{n+1}-\beta^{n+1}}{\alpha-\beta} \\
& =\frac{1}{(\alpha-\beta)^{2}}\left(\alpha^{2 n}-2 \alpha^{n} \beta^{n}+\beta^{2 n}-\alpha^{2 n}-\beta^{2 n}+\alpha^{n+1} \beta^{n-1}+\alpha^{n-1} \beta^{n+1}\right) \\
& =\frac{1}{(\alpha-\beta)^{2}}\left(\alpha^{n+1} \beta^{n-1}-2 \alpha^{n} \beta^{n}+\alpha^{n-1} \beta^{n+1}\right) \\
& =\frac{\alpha^{n-1} \beta^{n-1}}{(\alpha-\beta)^{2}}\left(\alpha^{2}-2 \alpha \beta+\beta^{2}\right)=\alpha^{n-1} \beta^{n-1} .
\end{aligned}
$$

Proof of Lemma 2.4: By induction on $k$. The result is true for $k=1$, since

$$
x^{r}(a x+b)^{n-r}=\sum_{s}\binom{n-r}{s} a^{n-r-s} b^{s} x^{n-s} .
$$

Now assume the result is true for some positive integer $k$. In this result, substitute $a+b x^{-1}$ for $x$ and multiply by $x^{n}$. The left side of this equation is

$$
\left(a u_{k} x+b u_{k-1} x+b u_{k}\right)^{r}\left(a u_{k+1} x+b u_{k} x+b u_{k+1}\right)^{n-r}
$$

which is equal to

$$
\left(u_{k+1} x+b u_{k}\right)^{r}\left(u_{k+2} x+b u_{k+1}\right)^{n-r} .
$$

Expanding the right side of this equation and simplifying, we obtain

Therefore, the result is proved.
Proof of Lemma 3.1: We first recall Lemma 2.4, that is, for any positive integer $k$,

Multiplying both sides of this equation by $x^{r}$ and summing over $r$, we have

$$
\begin{aligned}
& \sum_{r=0}^{n} x^{r}\left(u_{k} x+b u_{k-1}\right)^{r}\left(u_{k+1} x+b u_{k}\right)^{n-r} \\
& =\sum_{r, r_{1}, \ldots r_{k}}\binom{n-r}{r_{1}}\binom{n-r_{1}}{r_{2}} \cdots\binom{n-r_{k-1}}{r_{k}} a^{k n-r-2 r_{1}-\cdots-2 r_{k-1}-r_{k}} b^{r_{1}+\cdots+r_{k}} x^{n+r-r_{k}} .
\end{aligned}
$$

The coefficient of $x^{n}$ on the right side of this equation is $\operatorname{tr}\left(A_{n+1}^{k}\right)$. The coefficient of $x^{n}$ on the left side of this equation is

$$
\begin{aligned}
& \sum_{r+s+t=n}\binom{r}{s}\binom{n-r}{t} u_{k}^{s}\left(b u_{k-1}\right)^{r-s} u_{k+1}^{t}\left(b u_{k}\right)^{n-r-t} \\
= & \sum_{r+s \leq n}\binom{r}{s}\binom{n-r}{s}\left(b u_{k-1}\right)^{r-s} u_{k}^{s} u_{k+1}^{n-r-s}\left(b u_{k}\right)^{s} .
\end{aligned}
$$

Let $v_{n}$ be this last term. Thus,

$$
\begin{aligned}
\sum_{n=0}^{\infty} v_{n} x^{n} & =\sum_{r, s=0}^{\infty}\binom{r}{s} b^{r} u_{k-1}^{r-s} u_{k}^{2 s} x^{r+s} \sum_{n=r+s}^{\infty}\binom{n-r}{s}\left(u_{k+1} x\right)^{n-r-s} \\
& =\sum_{r, s=0}^{\infty}\binom{r}{s} b^{r} u_{k-1}^{r-s} u_{k}^{2 s} x^{r+s}\left(1-u_{k+1} x\right)^{-s-1} \\
& =\sum_{s=0}^{\infty} b^{s} u_{k}^{2 s} x^{2 s}\left(1-u_{k+1} x\right)^{-s-1} \sum_{r \geq s}\binom{r}{s}\left(b u_{k-1} x\right)^{r-s} \\
& =\sum_{s=0}^{\infty} b^{s} u_{k}^{2 s} x^{2 s}\left(1-u_{k+1} x\right)^{-s-1}\left(1-b u_{k-1} x\right)^{-s-1} \\
& =\frac{1}{\left(1-u_{k+1} x\right)\left(1-b u_{k-1} x\right)} \frac{1}{1-\frac{b u_{k}^{2} x^{2}}{\left(1-u_{k+1}\right)\left(1-b u_{k-1} x\right)}} \\
& =\frac{1}{\left(1-u_{k+1} x\right)\left(1-b u_{k-1} x\right)-b u_{k}^{2} x^{2}} \\
& =\frac{1}{1-\left(u_{k+1}+b u_{k-1}\right) x+\left(b u_{k+1} u_{k-1}-b u_{k}^{2}\right) x^{2}} .
\end{aligned}
$$

Next, by Lemma 2.3, the last expression is equal to

$$
\frac{1}{1-\left(\alpha^{k}+\beta^{k}\right) x+\alpha^{k} \beta^{k} x^{2}}=\frac{1}{\alpha^{k}-\beta^{k}}\left(\frac{\alpha^{k}}{1-\alpha^{k} x}-\frac{\beta^{k}}{1-\beta^{k} x}\right) .
$$

Thus, $v_{n}=\frac{u_{k n+k}}{u_{k}}$. Therefore,

$$
\operatorname{tr}\left(A_{n+1}^{k}\right)=\frac{u_{k n+k}}{u_{k}}
$$

Proof of Lemma 3.2: Let $f_{n+1}(x)=\operatorname{det}\left(x I-A_{n+1}\right)$. If the eigenvalues of $A_{n+1}$ are $\lambda_{0}, \lambda_{1}, \ldots$, $\lambda_{n}$, then by Lemmas 3.1 and 2.1,

$$
\begin{aligned}
\frac{f_{n+1}^{\prime}(x)}{f_{n+1}(x)} & =\sum_{j=0}^{n} \frac{1}{x-\lambda_{j}}=\sum_{k=0}^{\infty} x^{-k-1} \sum_{j=0}^{n} \lambda_{j}^{k} \\
& =\sum_{k=0}^{\infty} x^{-k-1} \operatorname{tr}\left(A_{n+1}^{k}\right)=\sum_{k=0}^{\infty} x^{-k-1} \frac{\alpha^{n k+k}-\beta^{n k+k}}{\alpha^{k}-\beta^{k}} \\
& =\sum_{k=0}^{\infty} x^{-k-1} \sum_{j=0}^{n} \alpha^{j k} \beta^{(n-j) k}=\sum_{j=0}^{n} \frac{1}{x-\alpha^{j} \beta^{n-j}} .
\end{aligned}
$$

Thus,

$$
f_{n+1}(x)=\prod_{j=0}^{n}\left(x-\alpha^{j} \beta^{n-j}\right)
$$

so the eigenvalues of $A_{n+1}$ are $\alpha^{n}, \alpha^{n-1} \beta, \ldots, \alpha \beta^{n-1}, \beta^{n}$.
Proof of Lemma 3.3: To begin the proof of Lemma 3.3, we need the identity

$$
\prod_{j=0}^{n-1}\left(1-q^{j} x\right)=\sum_{i=0}^{n}(-1)^{i} q^{(i-1) i / 2}\left[\begin{array}{c}
n \\
i
\end{array}\right] x^{i}
$$

where

$$
\left[\begin{array}{c}
n  \tag{1}\\
i
\end{array}\right]=\frac{\left(1-q^{n}\right) \cdots\left(1-q^{n-i+1}\right)}{\left(1-q^{i}\right) \cdots(1-q)} .
$$

Replacing $q$ in (1) by $\beta / \alpha$ and using Lemma 2.1, we find that $\left[\begin{array}{l}n \\ i\end{array}\right]$ is

$$
\alpha^{i^{2}-n i}\binom{n}{i}_{u}
$$

Thus, (1) becomes

$$
\prod_{j=0}^{n-1}\left(1-\alpha^{-j} \beta^{j} x\right)=\sum_{i=0}^{n}(-1)^{i} \alpha^{i(i+1) / 2-n i} \beta^{(i-1) / 2}\binom{n}{i}_{u} x^{i} .
$$

Substituting $\alpha^{n-1} x$ for $x$ and using the fact that $\alpha \beta=-b$, we have

$$
\begin{aligned}
\prod_{j=0}^{n-1}\left(1-\alpha^{n-j-1} \beta^{j} x\right) & =\sum_{i=0}^{n}(-1)^{i}(\alpha \beta)^{(i-1) / 2}\binom{n}{i}_{u} x^{i} \\
& =\sum_{i=0}^{n}(-1)^{(i+1) / 2} b^{(i-1) i / 2}\binom{n}{i}_{u} x^{i} .
\end{aligned}
$$

Replacing $x$ by $x^{-1}$ gives

$$
\prod_{j=0}^{n-1}\left(x-\alpha^{n-j-1} \beta^{j}\right)=\sum_{i=0}^{n}(-1)^{i(i+1) / 2} b^{(i-1) / 2}\binom{n}{i}_{u} x^{n-i},
$$

which is what we wanted to prove.
Proof of Lemma 3.4: Let $k$ be a fixed nonnegative integer. We will prove the result by induction on $n$. The above equality is true for $n=0$. Now assume the result is true for some $n \geq 0$. Then, since $A_{k+1}^{n+1}=A_{k+1}^{n} \cdot A_{k+1}$,

$$
\left(A_{k+1}^{n+1}\right)_{k, i}=\sum_{j=0}^{k}\left(A_{k+1}^{n}\right)_{k, j}\left(A_{k+1}\right)_{j, i}=\sum_{j=0}^{k}\binom{k}{j} u_{n+1}^{j}\left(b u_{n}\right)^{k-j}\binom{j}{k-i} a^{j+i-k} b^{k-i} .
$$

To continue the equalities, we use the identity

$$
\binom{r}{m}\binom{m}{k}=\binom{r}{k}\binom{r-k}{m-k}
$$

to obtain

$$
\begin{aligned}
& \sum_{j=0}^{k}\binom{k}{k-i}\binom{i}{i+j-k}\left(b u_{n+1}\right)^{k-i}\left(a u_{n+1}\right)^{i+j-k}\left(b u_{n}\right)^{k-j} \\
= & \binom{k}{i}\left(b u_{n+1}\right)^{k-i} \sum_{j=0}^{k}\binom{i}{i+j-k}\left(a u_{n+1}\right)^{i+j-k}\left(b u_{n}\right)^{k-j} \\
= & \binom{k}{i}\left(b u_{n+1}\right)^{k-i} \sum_{m=0}^{i}\binom{i}{m}\left(a u_{n+1}\right)^{m}\left(b u_{n}\right)^{i-m} \\
= & \binom{k}{i}\left(b u_{n+1}\right)^{k-i}\left(a u_{n+1}+b u_{n}\right)^{i}=\binom{k}{i} u_{n+2}^{i}\left(b u_{n+1}\right)^{k-i}
\end{aligned}
$$

Thus, the result is true by induction on $n$.
Proof of Theorem 4.1 By Lemma 3.3, the characteristic polynomial of $A_{k+1}$ is

$$
\sum_{i=0}^{k+1}(-1)^{i(i+1) / 2} b^{(i-1) i / 2}\binom{k+1}{i}_{u} x^{k+1-i}
$$

But, by the Cayley-Hamilton theorem, every matrix satisfies its characteristic polynomial. Thus, for $n-1 \geq k+1$,

$$
\begin{equation*}
\sum_{i=0}^{k+1}(-1)^{i(i+1) / 2} b^{(i-1) i / 2}\binom{k+1}{i}_{u} A_{k+1}^{n-1-i}=O \tag{2}
\end{equation*}
$$

where $O$ denotes the $(k+1) \times(k+1)$ zero matrix. Now, taking the result of Lemma 3.4 (with $i=k$ and $n=n-1-i$ ) and substituting this result into (2), we obtain Jarden's result.
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In this note we develop some properties of purely periodic infinite continued fractions. The parameters $k, n, a_{k}, a_{n}, p_{n}$, and $q_{n}$ will denote positive integers, and $q_{0}=0$. Let

$$
y_{n}=\left[a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right]=p_{n} / q_{n},
$$

that is, $y_{n}$ is the finite continued fraction whose partial quotients are the $a_{k}$. (The initial term of $y_{n}$ is denoted $a_{1}$, not $a_{0}$.) Let

$$
x_{n}=\left[\overline{a_{1}, a_{2}, a_{3}, \ldots, a_{n}}\right],
$$

that is, $x_{n}$ is the corresponding purely periodic infinite continued fraction.
Theorem 1: Let $n, x_{n}, y_{n}, p_{n}$, and $q_{n}$ be as above. Then

$$
x_{n}=\left(p_{n}-q_{n-1}+\sqrt{\left(p_{n}+q_{n-1}\right)^{2}-4(-1)^{n}}\right) / 2 q_{n} .
$$

Proof: This follows from elementary considerations (see Hardy \& Wright [1], Ch. 10).
Remark: S. Rabinowitz [3] has asked for a formula for $[\overline{1,2,3, \ldots, n}]$.
Theorem 2: Let $n, x_{n}, y_{n}, p_{n}$, and $q_{n}$ be as above. Let

$$
\lim _{n \rightarrow \infty} y_{n}=A=\left[a_{1}, a_{2}, a_{3}, \ldots\right] .
$$

Then also

$$
\lim _{n \rightarrow \infty} x_{n}=A .
$$

Proof: It suffices to show that $y_{n}-x_{n}$ tends to 0 as $n$ tends to infinity. By Theorem 1, we have

$$
y_{n}-x_{n}=\frac{1}{2 q_{n}\left(p_{n}+q_{n-1}\right)}\left(1-\left(1-\frac{4(-1)^{n}}{\left(p_{n}+q_{n-1}\right)^{2}}\right)^{1 / 2}\right)
$$

As $n$ tends to infinity, the factor $\frac{1}{2 q_{n}}\left(p_{n}+q_{n-1}\right)$ is bounded from above, since $p_{n} / q_{n}$ tends to $A$ and $q_{n-1} / q_{n}<1$. On the other hand, $p_{n}$ and $q_{n-1}$ tend to infinity with $n$, so that

$$
1-\left(1-\frac{4(-1)^{n}}{\left(p_{n}+q_{n-1}\right)^{2}}\right)^{1 / 2} \quad \text { tends to } 0
$$

Thus, $y_{n}-x_{n}$ tends to 0 as $n$ tends to infinity.

Corollary: Let $I_{k}(t)$ be the modified Bessel function of the first kind of order $k$, that is,

$$
I_{k}(t)=\sum_{j=0}^{\infty}(1 / 2 t)^{2 j+k} / \Gamma(j+1) \Gamma(j+k+1)
$$

Let $w_{n}=[\overline{1,2,3, \ldots, n}]$. Then

$$
\lim _{n \rightarrow \infty} w_{n}=I_{0}(2) / I_{1}(2)=1.433127427
$$

Proof: This follows from hypothesis, Theorem 2, and ([2], Th. 1).
Theorem 3: Let $x_{n}, y_{n}$, and $A$ be as in the hypothesis of Theorem 2. Then, for all $n$, we have $x_{2 n}<A<x_{2 n-1}$.

Proof: Applying Theorem 1, we have $x_{2 n}<p_{2 n} / q_{2 n}$, that is, $x_{2 n}<y_{2 n}$. Similarly, $x_{2 n-1}>$ $p_{2 n-1} / q_{2 n-1}$, that is, $x_{2 n-1}>y_{2 n-1}$. But $y_{2 n}<A<y_{2 n-1}$ for all $n$, so $x_{2 n}<A<x_{2 n-1}$ for all $n$.
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## IINTRODUCTION

The so-called Ducci-sequences (or n-number-game) have recently been studied by several authors in this review (see [1] , [5], [6], [12], [17], and others). A Ducci-sequence is a sequence of $n$-tuples $A_{i}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$; the first $n$-tuple $A_{0}$ is any given $n$-tuple with nonnegative integer entries, $A_{i+1}:=\mathscr{T} A_{i}$, where $\mathscr{T}$ is defined as follows:

$$
\mathscr{T} A_{i}:=\left(\left|a_{1}-a_{2}\right|,\left|a_{2}-a_{3}\right|, \ldots,\left|a_{n}-a_{1}\right|\right) .
$$

The $n$-tuple $A_{i+1}$ is called the (direct) successor of $A_{i}$, whereas $A_{i}$ is the predecessor of $A_{i+1}$. As the maximum entry of the $n$-tuples cannot increase under the application of $\mathscr{T}$ and therefore the number of successors of any $A_{0}$ is bounded, the sequence always leads to a cycle of repeating $n$-tuples or to the $n$-tuple ( $0, \ldots, 0$ ). If an $n$-tuple $A_{0}$ gives rise to the latter, it is usually called vanishing.

First, it will be shown in this article that the Ducci-sequences are closely related to Pascal's triangle and many properties of their cyclic structures can be found and proved considering Pascal's triangle modulo 2. In the second part we will examine whether, for a given $n \in \mathbb{N}$ there is such an $M$ that $2^{M} \equiv-1 \bmod n$, which is crucial for some properties of the Ducci-sequences.

We would like to thank the referee for a number of valuable suggestions.

## SOME BASIC PROPERTIES AND DEFINITIONS

It is a well-known fact that every $n$-tuple with integer entries vanishes if and only if $n$ is a power of 2 (e.g., [4]). On the other hand, the $n$-tuples in the cycles of the Ducci-sequences are constant multiples of binary $n$-tuples ([6], [3]). As $\mathscr{T}(\lambda A)=\lambda \mathscr{T} A$ for every $\lambda \in \mathbb{N}_{0}$, we can limit any investigation of cycles to $n$-tuples over $\mathbb{Z}_{2}$. Since $|a-b| \equiv(a+b)$ mod 2 for all integers $a$ and $b$, we can use the linear operator $\mathscr{D}$ instead of $\mathscr{T}$, where $\mathscr{D} A:=\left(a_{1}+a_{2}, a_{2}+a_{3}, \ldots, a_{n}+a_{1}\right) \bmod 2$ and $A$ is a binary $n$-tuple. The operator $\mathscr{D}$ can be written as the sum of two linear operators over $\mathbb{Z}_{2}: \mathscr{D}=\mathscr{I}+\mathscr{H}$, where $\mathscr{I}$ is the identity and $\mathscr{H} A:=\left(a_{2}, \ldots, a_{n}, a_{1}\right)$. Obviously, we get $\mathscr{H}^{n}=\mathscr{I}$ and $\mathscr{H}^{-1}=\mathscr{H}^{n-1}$, where $\mathscr{H}^{-1}$ is the inverse operator of $\mathscr{H}$.

We denote the $k^{\text {th }}$ successor $\mathscr{D}^{k} A_{0}$ of a given binary $n$-tuple $A_{0}$ as $A_{k}$. If it is necessary to describe the entries of a certain successor $A_{k}$, we will use two indices and write $A_{k}=\left(a_{k, 1}, \ldots\right.$, $a_{k, n}$ ). Then we get:

$$
A_{k+1, i}=a_{k, i}+a_{k, i+1} .
$$

The subscripts denoting the place in the $n$-tuple are always reduced modulo $n$, using $n$ instead of 0.

Ehrlich proved in [6] that the $n$-tuple $A_{0}=(0, \ldots, 0,1)$ (and every cyclic permutation of $A_{0}$ ) produces a cycle of maximum length. The length of all other cycles of $n$-tuples of a given $n$ divide this maximum. The sequence $\left\{A_{k}\right\}$ is called the basic-Ducci-sequence (of $n$-tuples) and the length of its periodic cycle is denoted as $\mathscr{P}(n)$. For every odd $n$, the first $n$-tuple in a cycle is $\mathscr{D} A_{0}=A_{1}=(0, \ldots, 0,1,1)$. Further, Ehrlich stated the following theorems:

- If $2^{m} \equiv 1 \bmod n$, then $\mathscr{P}(n)$ divides $2^{m}-1$.
- If $2^{M} \equiv-1 \bmod n$, then $\mathscr{P}(n)$ divides $n\left(2^{M}-1\right)$.
- If $n$ is not a power of 2 , then $n$ divides $\mathscr{P}(n)$.
- If $n=2^{r} \ell$, where $\ell$ is odd, then $\mathscr{P}(n)=2^{r \mathscr{P}}(\ell)$.

Before we take a closer look at the properties of Pascal's triangle, we will state a theorem that allows a new approach to our problem.

## A NEW APPROACH TO AN OLD PROBLEM

In Pascal's triangle, we find the binomial coefficient $\binom{k}{i}$ of the $i^{\text {th }}$ place in the $k^{\text {th }}$ row. The $0^{\text {th }}$ row consists of a single one. When we place zeros left and right of the triangle, we can obtain any element by adding the two elements to the left and right above its place. This is easy to see, knowing the formula for adding the binomial coefficients:

$$
\binom{k}{i}+\binom{k}{i+1}=\binom{k+1}{i+1} .
$$

We will limit our investigation to $\mathbb{Z}_{2}$, and thus every binomial coefficient shall be considered modulo 2. Pascal's triangle modulo 2 with $n$ rows (i.e., row 0 to row $n-1$ ) will be denoted as $P T_{n}$. The number of a chosen row shall be denoted as $k$. We fill up every $k^{\text {th }}$ row of a $P T_{n}$ with $n-k-1$ zeros on the left side. By shifting to the right and considering the rows as $n$-tuples, we obtain a square of $n$ different $n$-tuples.


The $i^{\text {th }}$ entry in the $k^{\text {th }}$ row will be denoted as $a_{k, i}$. We obtain:

$$
a_{k, i}= \begin{cases}0 & : 1 \leq i \leq n-k-1 \\ \binom{k}{i-n+k} & : n-k \leq i \leq n\end{cases}
$$

Adopting the above formula for the binomial coefficients, we get $a_{k+1, i}=a_{k, i}+a_{k, i+1}$ :

- $1 \leq i \leq n-k-2: a_{k+1, i}=0=a_{k, i}+a_{k, i+1}$.
- $\quad i=n-k-1: a_{k+1, i}=1=0+1=a_{k, i}+\binom{k+1}{0}=a_{k, i}+a_{k, i+1}$.
- $n-k \leq i \leq n: a_{k+1, i}=\binom{k+1}{i-n+k+1}=\binom{k}{i-n+k}+\binom{k}{i-n+k+1}=a_{k, i}+a_{k, i+1}$.

Considering that the $n$-tuple in the $0^{\text {th }}$ row is $(0, \ldots, 0,1)=A_{0}$, the first $n$-tuple of the basic-Ducci-sequence, we have shown

Theorem 1: The $n$ rows in the modified Pascal triangle (as shown above) are the $n$-tuples $A_{0}, A_{1}$, $\ldots, A_{n-1}$ of the basic-Ducci-sequence.

We will now take a closer look at Pascal's triangle. This triangle shows an interesting geometry which is closely related to that of the Sierpinski gasket (cf. [14]). Therefore, the $P T_{2^{r}}$ for $r \in \mathbb{N}$ can be constructed recursively. For a given $P T_{2^{r}}, r \in \mathbb{N}$, we get $P T_{2^{r+1}}$ by placing two $P T_{2^{r}}$ 's at the corners of the base of the first $P T_{2^{r}}$ and filling up the empty triangle with zeros:


This construction can be proved using a lemma of Hinz ([8], p. 541).
Lemma 1: For $0 \leq k, i<2^{r}$, and $r \in \mathbb{N}_{0}$, it follows that

$$
\binom{2^{r}+k}{i} \equiv\binom{k}{i} \bmod 2
$$

In [8] we can find some additional facts that have been stated by Lucas [10] and Glaisher (reference can be found in Stolarsky [16]) and can be proved with the help of the above lemma ([8], p. 539):

- For $0 \leq i \leq k$, the binomial coefficients $\binom{k}{i}$ are all odd if and only if $k=2^{r}-1$ for some $r \in \mathbb{N}_{0}$.
(1) For $0<i<k$, the binomial coefficients $\binom{k}{i}$ are all even if and only if $k$ is a power of 2 (the outer elements are 1 ).
- Let $\beta(k)$ be the number of ones in the 2-adic expansion of $k \in \mathbb{N}_{0}$. Then the number of odd binomial coefficients $\binom{k}{i}$ for $0 \leq i \leq k$ is $2^{\beta(k)}$.

The advantage of using $P T_{n}$ for examining the Ducci-sequences is the fact that many properties of the cycles can easily be seen. Regarding the fractal geometry of the triangle, the results can be observed for small $n$ and generalized for higher ones. For example, if we take a look at the $P T_{2^{r}}$, we see that the row $2^{r}-1$ contains only ones. This leads us to an easy proof of the well-known fact that every $2^{r}$-tuple with integer entries vanishes (see [4], [7], [3], et al.).

In the same way, we can prove all the following new results. As some of the proofs are quite long when using exclusively Pascal's triangle, we will adopt other techniques as well.

## CYCLES OF SOME DUCCI-SEQUENCES

Following Ehrlich [6], we say $n$ is with a -1 if $n \in \mathbb{N}$ is odd and there exists an $M \in \mathbb{N}$ with $2^{M} \equiv-1 \bmod n$; otherwise, we call $n$ without a -1 . We will now give a lower bound for $\mathscr{P}(n)$ for every $n$ with a -1 [for an upper bound, see (2)]. First, we have to state the following lemma.

Lemma 2: Let $n$ be with a -1 and $k \in \mathbb{N}, k \geq 1$. Then

$$
\mathscr{D}^{k\left(2^{M}-1\right)+1}=\mathscr{H}^{-k} \mathscr{D} .
$$

Proof: We proceed by induction using Ehrlich's Lemma 1 ([6], p. 302):

$$
2^{m} \equiv t \bmod n \Rightarrow \mathscr{D}^{2^{m}}=ף+\mathscr{H}^{t} .
$$

Let $k=1$. Then we get

$$
\mathscr{D}^{\left(2^{m}-1\right)+1}=\mathscr{D}^{2^{M}}=\mathscr{I}+\mathscr{H}^{-1}=\mathscr{H}^{-1} \mathscr{D} \text {. }
$$

Assume now that the statement is true for $k \in \mathbb{N}$. It follows by computation that

$$
\begin{aligned}
\mathscr{D}^{(k+1)\left(2^{M}-1\right)+1} & =\mathscr{D}^{k\left(2^{M}-1\right)+1} \mathscr{D}^{2^{M}-1}
\end{aligned}=\mathscr{H}^{-k} \mathscr{D}_{\mathscr{D}^{2}-1}=\mathscr{H}^{-k} \mathscr{H}^{-1} \mathscr{D} \mathscr{D}^{M^{M}} \quad=\mathscr{H}^{-(k+1)} \mathscr{D} . \quad \square .
$$

This lemma leads to
Theorem 2: For $n$ with a -1 , every cyclic permutation of $A_{1}=(0, \ldots, 0,1,1)$ can be found in the basic-Ducci-sequence.

Proof: As $n$ is odd, the $n$-tuple $A_{1}$ is the first $n$-tuple in the cycle of the basic-Duccisequence and $A_{1}=\mathscr{D}(0, \ldots, 0,1)$. Using Lemma 2 above, we obtain $\mathscr{D}^{k\left(2^{M}-1\right)+1} A_{0}=\mathscr{H}^{-k} \mathscr{D} A_{0}$ and therefore $\mathscr{D}^{k\left(2^{M}-1\right)} A_{1}=\mathscr{H}^{-k} A_{1}$ for every $k \in \mathbb{N}$.

Obviously this result implies that, for every $n$ with a -1 , the cyclic permutations of $(0, \ldots, 0,1)$ give rise to the same cycle, and so there exists only one cycle of maximum length.

Theorem 3: For $n$ with a -1 , we get $\mathscr{P}(n) \geq n(n-2)$.
Proof: We have to determine the minimum number of applications of $\mathscr{D}$ for obtaining the first cyclic permutation of $A_{1}$ in the basic-Ducci-cycle. We use Pascal's triangle. A permutation of $A_{1}$ consists of two adjacent ones (where $a_{1,1}$ and $a_{1, n}$ are considered as being adjacent as well). Since the last and the first entry of Pascal's triangle are always ones, the number of ones in every
row is at least 2. Thus, we can (possibly) find a cyclic permutation of $A_{1}$ for the first time when the first and the last entry of Pascal's triangle can be considered as adjacent ones in an $n$-tuple, which is to say that $a_{k, 1}=1$. Regarding the construction of $n$-tuples from Pascal's triangle, it follows that $k=n-1$, that means after $n-2$ applications of $\mathscr{D}$ on $A_{1}$. We use the same argument for the successors of the first permutation of $A_{1}$, and the proof is complete.

This theorem gives rise to an important result.
Theorem 4: For $n$ with a -1 , it follows that

$$
\mathscr{P}(n)=n(n-2) \Leftrightarrow n=2^{r}+1, r \in \mathbb{N} .
$$

Proof:
" $\Leftarrow$ " If $n=2^{r}+1$, then $2^{r}=n-1 \equiv-1 \bmod n$ and from Theorem 3 we get $\mathscr{P}(n) \geq n(n-2)$. On the other hand, $\mathscr{P}(n)$ divides $n\left(2^{r}-1\right)=n(n-2)$ [see property (2)], and so $n\left(2^{r}-1\right)=n(n-2)$.
$" \Rightarrow$ " As $n$ is with a -1 , the proof of Theorem 3 shows that $\mathscr{P}(n)=n(n-2)$ if and only if the $n$-tuple $A_{n-1}$ is a permutation of $A_{1}$. According to properties (6) and (7), we obtain exactly two ones in a row of Pascal's triangle if and only if the number of the row is of the form $2^{r}+1$. Considering that the ones are adjacent if and only if the $n$-tuple that is formed from the row $2^{r}+1$ of Pascal's triangle is not filled up by zeros, i.e., $n=2^{r}+1$, we have shown our statement.

Furthermore, we can extend Theorem 4 for every even $n$ with $n=2^{r}+2^{s}$.
Theorem 5: If $n=2^{r}+2^{s}$ for $r>s \geq 0$, then $\mathscr{P}(n)=\frac{n\left(n-2^{s+1}\right)}{2^{s}}$.
Proof: By using Theorem 4 and Ehrlich's formula (4), we obtain

$$
\begin{aligned}
\mathscr{P}\left(2^{r}+2^{s}\right) & =2^{s} \mathscr{P}\left(2^{r-s}+1\right) \\
& =2^{s}\left(2^{r-s}+1\right)\left(2^{r-s}-1\right) \\
& =\frac{\left(2^{r}+2^{s}\right)\left(2^{r}-2^{s}\right)}{2^{s}} \\
& =\frac{n\left(n-2^{s+1}\right)}{2^{s}} .
\end{aligned}
$$

As mentioned above, Ehrlich [6] was able to describe the first $n$-tuple in the cycle of the basic-Ducci-sequence if $n$ is odd. Nothing is yet known about the case in which $n$ is even. We will be able to give a partial solution at this time.

Theorem 6: For $n=2^{r}+2^{s}, r>s \geq 0$, the $n$-tuple

$$
A_{2^{s}}=(\underbrace{0, \ldots, 0}_{n-2^{s}-1}, \underbrace{1,0, \ldots, 0,1}_{2^{s}+1})
$$

is the first $n$-tuple in the cycle of the basic-Ducci-sequence.

## Proof:

1. The $n$-tuple is contained in the cycle.

Pascal's triangle $P T_{n}$ shows us that

$$
A_{2^{r}}=(\underbrace{0, \ldots, 0}_{2^{2}-1}, 1, \underbrace{0, \ldots, 0,1}_{2^{r}+1})
$$

is a successor of

$$
A_{2^{s}}=(\underbrace{0, \ldots, 0}_{2^{r-1}}, 1, \underbrace{0, \ldots, 0}_{2^{s}-1}, 1) .
$$

Obviously, $A_{2^{r}}$ is a cyclic permutation of $A_{2^{s}}: A_{2^{r}}=\mathscr{H}^{-2^{s}} A_{2^{s}}$. On the other hand, we have $A_{2^{r}}=$ $\mathscr{D}^{2^{r}-2^{s}} A_{2^{s}}$. We can conclude that

$$
\mathscr{D}^{\frac{\left(r^{\prime}-2^{s}\right) n}{2^{s}}} A_{2^{s}}=\mathscr{H}^{-n} A_{2^{s}}=A_{2^{s}}
$$

and, therefore, $A_{2^{s}}$ is contained in the cycle. Keeping in mind that the first and the last entry of $P T_{n}$ are always 1 , and counting the consecutive zero-entries, we obtain that $A_{2^{r}}$ is the only cyclic permutation of $A_{2^{s}}$ among its successors $A_{2^{s}+1}, \ldots, A_{n}$, which are contained in the (modified) $P T_{n}$. Therefore, we have even shown that $A_{2^{r}}$ is the first of the cyclic permutations of $A_{2^{s}}$ that appears in the cycle.
2. $A_{2^{s}}$ is the first $n$-tuple in the cycle.

The $n$-tuple $A_{2^{s}-1}$ is the predecessor of $A_{2^{s}}$. We suppose that $A_{2^{s}-1}$ is contained in the cycle. It follows from above that the predecessor $A_{2^{r}}$, i.e., $A_{2^{r}-1}$, is in the cycle. Therefore, $A_{2^{r}-1}$ must be a cyclic permutation of $A_{2^{s}-1}$. A look at $P T_{n}$ shows that $A_{2^{s}-1}$ contains $2^{s}$ ones, and in $A_{2^{r}-1}$ we can find $2^{r}$ ones [see property (7)]. This is a contradiction to the assertion, as $r>s$.

Corollary 1: If $n=2^{r}+2^{s}, r>s \geq 0$, then there are $2^{s}$ different cycles of maximum length that are produced by the cyclic permutations of the $n$-tuple $A_{0}$.

Proof: The operators $\mathscr{D}$ and $\mathscr{H}$ commute, so

$$
\begin{aligned}
\mathscr{D}^{2^{r}-2^{s}} A_{2^{r}} & =\mathscr{D}^{2^{r}-2^{s}} \mathscr{C}^{-2^{s}} A_{2^{s}} \\
& =\mathscr{\mathscr { C } ^ { - 2 ^ { s } } \mathscr { D } ^ { 2 ^ { r } - 2 ^ { s } } A _ { 2 ^ { s } } = \mathscr { C } ^ { - 2 \cdot 2 ^ { s } } A _ { 2 ^ { s } }} .
\end{aligned}
$$

By induction, every $n$-tuple $\mathscr{H}^{-c 2^{s}} A_{2^{s}}, \ell \in \mathbb{N}$, appears in the cycle of the successors of $(0, \ldots, 0,1)$.
Using the same argument as in the proof of Theorem 6, we conclude that for every $\ell$ the $n$ tuple $\mathscr{H}^{-(\ell+1) 2^{s}} A_{2^{s}}$ is the first cyclic permutation of $\mathscr{H}^{-\ell 2^{s}} A_{2^{s}}$ among the successors of the latter. As $2^{s} \mid \mathscr{P}(n)$, no other cyclic permutation than the ones described above can be found in the cycle produced by ( $0, \ldots, 1$ ).

We use the same technique for the successors of $\mathscr{H}^{-1} A_{0}, \mathscr{H}^{-2} A_{0}, \ldots, \mathscr{H}^{-2^{s}+1} A_{0}$.
We will now consider $2^{r}-1$-tuples. Using Pascal's triangle, we can determine $\mathscr{P}(n)$ for $n=2^{r}-1$.

Theorem 7: If $r \in \mathbb{N}$ and $n=2^{r}-1$, then $\mathscr{P}(n)=n$.
Proof: Using the proof of Theorem 3, we see that no cyclic permutation of $A_{1}$ can be found in fewer than ( $n-2$ ) steps. Pascal's triangle shows that

$$
A_{n-1}=\mathscr{D}^{n-2} A_{1}=(1,0,1,0, \ldots, 1,0,1) .
$$

Then $A_{n}=(1,1, \ldots, 1,0)$ and $A_{n+1}=(0,0, \ldots, 1,1)=A_{1}$.
Corollary 2: For $r \geq 2$ and $n=2^{r}-1$, no cyclic permutation of $A_{1}$ can be found in the basic-Ducci-sequence, and there are $n$ different cycles of maximum length.

Again, we can extend the last theorem.
Theorem 8: If $n=2^{r}-2^{s}, r>s \geq 0$, then $\mathscr{P}(n)=n$.
Proof: We prove this theorem using Ehrlich's formulas:

$$
\mathscr{P}\left(2^{r}-2^{s}\right)=2^{s} \mathscr{P}\left(2^{r-s}-1\right)=2^{s}\left(2^{r-s}-1\right)=n .
$$

It can be shown that only for such an $n$ does the length of the cycle of the basic-Duccisequence equal $n$.

Theorem 9: If $\mathscr{P}(n)=n$, then $n=2^{r}-2^{s}$, where $n \geq 2$ and $r>s \geq 0$.
Proof: Using properties (3) and (4), we can limit our investigation to odd numbers. Then the first $n$-tuple in the cycle is $A_{1}=(0, \ldots, 0,1,1)$. There are only two different (possible) predecessors of $A_{1}$ : the $n$-tuple $(0, \ldots, 0,1)$ or the $n$-tuple $B:=(1, \ldots, 1,0)$ (see [11]). As the first $n$ tuple is not in the cycle, the predecessor of $A_{1}$ in the cycle must be $B$. As $\mathscr{P}(n)=n$, it follows that $B=A_{n}$. Since every binary $n$-tuple has exactly two predecessors, the predecessor of $B$ is either $C:=(1,0,1,0, \ldots, 1,0,1)$ or $D:=(0,1,0,1, \ldots, 0,1,0)$. We consider $P T_{n}$. The last row represents $A_{n-1}$, i.e., $C$ or $D$. It follows from Theorem 1 that the first entry of $A_{n-1}$ must be 1 ; thus, the predecessor of $B$ in the cycle is $C$. If we consider $P T_{n+1}$, then its last row must consist entirely of ones because $C$ is the second to last row of $P T_{n+1}$. Property (5) shows that all the entries are ones if and only if $n+1$ is a power of 2 and $n=2^{r}-1$ for some $r \geq 2$. (For $n=2^{1}-1$, the Ducciproblem makes no sense).

As above, we can answer the question: Which $n$-tuple is the first one in the cycle?
Theorem 10: The $2^{r}-2^{s}$-tuple $A_{2}$, where $n \geq 2$ and $r>s \geq 0$, is the first one in the cycle of the basic-Ducci-sequence.

Proof:

1. The $n$-tuple is contained in the cycle.

From Pascal's triangle, we can conclude (using the recursive construction given above):

$$
A_{n-1}=(\underbrace{1, \ldots, 1}_{2^{s}}, \underbrace{0, \ldots, 0}_{2^{s}}, \ldots, \underbrace{1, \ldots, 1}_{2^{s}}) .
$$

We obtain alternating blocks of $2^{s}$ ones and $2^{s}$ zeros, the first and the last block consisting of ones. For $A_{n}$, we conclude:

$$
A_{n}=(\underbrace{0, \ldots, 0,1}_{2^{s}}, \ldots, \underbrace{0, \ldots, 0,1}_{2^{s}}, \underbrace{0, \ldots, 0}_{2^{s}}) .
$$

As the first $n / 2^{2}-1$ blocks can be considered as the first elements of a basic-Ducci-sequence of $2^{s}$-tuples, the next successors are easy to determine. After $2^{s}-1$ applications of $\mathscr{D}$, we find

$$
A_{n+2^{s}-1}=(\underbrace{1,1, \ldots, 1,1}_{n-2^{s}}, \underbrace{0, \ldots, 0}_{2^{s}})
$$

It follows that

$$
A_{n+2^{s}}=(\underbrace{0, \ldots, 0}_{n-2^{s}-1}, \underbrace{1,0, \ldots, 0,1}_{2^{s}+1})=A_{2^{s}}
$$

and the $n$-tuple $A_{2}$ is contained in the cycle.
2. $A_{2^{s}}$ is the first $n$-tuple in the cycle.

Using $\mathscr{P}(n)=n$, we can conclude: If $A_{2^{s}-1}$ is contained in the cycle, then $A_{2^{s}-1}=A_{n+2^{s}-1}$. The first entry of $A_{2^{s}-1}$ must be 0 (see construction of $n$-tuples from Pascal's triangle). On the other hand, we have shown above that $a_{n+2^{s}-1,1}=1$, which is a contradiction.

## THE PROBLEM "WITH" OR "WITHOUT" A -1

The question whether a given $n$ is with or without a -1 is important for different theorems and properties of Ducci-sequences [see Theorem 4, properties (1) and (2)].

As every integer $n$ can be considered as a product of prime numbers $p$, the problem can be divided into two separate questions:

- Which prime numbers are with a -1 , which are without? and
- If $m, n \in \mathbb{N}$ and with (-out) a -1 , is the product with (-out) a -1 ?

Prime numbers will be treated first. In the following, $p$ shall denote an odd prime number and $O_{p}(2)$ shall denote the order of 2 in a cyclic group of unities of the Galois-field $\mathbb{Z}_{p}$. We keep in mind that $O_{p}(2)$ is a divisor of $\varphi(p)$-Euler's $\varphi$-function-and $\varphi(p)=p-1$.

The case $p \equiv-1 \bmod 4$ is easier to examine.
Lemma 3: Let $p \equiv-1 \bmod 4$, then $O_{p}(2)$ is odd if and only if $\frac{p+1}{4}$ is even.
Proof: We consider $p \equiv-1$ mod 4 first and show the equivalence of three statements:

1. $O_{p}(2)$ is odd if and only if 2 is a square number in $\mathbb{Z}_{p}$.
" $\Rightarrow$ " Since, by assertion, $O_{p}(2)$ is odd, we obtain

$$
2^{O_{p}(2)+1}=2=\left(2^{\frac{O_{p}(2)+1}{2}}\right)^{2}
$$

and 2 is a square number in $\mathbb{Z}_{p}$.
" $\Leftarrow " \quad 2 \equiv a^{2} \bmod p$ for some $a \in \mathbb{Z}_{p}$. By Fermat's theorem, $a^{p-1} \equiv 1 \bmod p$ and, as $2 \mid p-1$ ( $p$ odd!), we conclude:

$$
a^{p-1}=(\underbrace{a^{2}}_{=2})^{\frac{p-1}{2}} \equiv 1 \bmod p
$$

and, further, $2^{\frac{p-1}{2}} \equiv 1 \bmod p$.

Using $p \equiv-1 \bmod 4$, we get $p-1 \equiv-2 \bmod 4$, and $\frac{p-1}{2}$ must be odd.
2. 2 is a square number in $\mathbb{Z}_{p}$ if and only if $\left(\frac{2}{p}\right)=1$ (Legendre-symbol), which is equivalent to

$$
\left(\frac{2}{p}\right)=(-1)^{\frac{p^{2}-1}{8}}=1
$$

3. $\frac{p+1}{4}$ is even if and only if $\frac{p^{2}-1}{8}$ is even. We can write $p$ as $p=-1+4 k, k \in \mathbb{N}$. Then it follows that $p^{2}=16 k^{2}-8 k+1$ or $\frac{p^{2}-1}{8}=2 k^{2}-k$.

As $2 k^{2}$ is always even, we conclude that $\frac{p^{2}-1}{8}$ is even if and only if $k$ is even.
Theorem 11: Let $p \equiv-1 \bmod 4$. Then $p$ is with a -1 if and only if $\frac{p+1}{4}$ is odd.

## Proof:

$" \Leftarrow$ " We consider the equation $x^{2} \equiv 1 \bmod p$. As $\mathbb{Z}_{p}$ is a Galois-field, the equation has exactly two solutions: $x \equiv 1 \bmod p$ and $x \equiv-1 \bmod p .2^{\frac{o_{0}(2)}{2}}$ is an integer solution of this equation if and only if $O_{p}(2)$ is even, i.e., $\frac{p+1}{4}$ is odd for $p \equiv-1 \bmod 4$ (Lemma 3). As, by definition, $2^{\frac{o_{\rho(2)}}{2}}$ cannot be congruent to $1 \bmod p$, we have $2^{\frac{o_{\rho}(2)}{2}} \equiv-1 \bmod p$ and $p$ is with a -1 .
$" \Rightarrow$ " If $2^{M} \equiv-1 \bmod p$, then it follows that $2 M \mid O_{p}(2)$, and so the order of 2 is even. From Lemma 3, it follows that $\frac{p+1}{4}$ is odd.

Let $p$ be with a -1 and $M$ be the least integer number with $2^{M} \equiv-1 \bmod p, M=2^{k} \ell$ where $k \geq 0$ and $\ell$ is odd. For our further examination, we need to know that $k=0$. We will use a wellknown theorem from number theory.

Theorem 12: The congruence $x^{2} \equiv-1 \bmod p$ has a solution in $\mathbb{Z}_{p}$ if and only if $p \equiv 1 \bmod 4$.
This theorem leads us at once to the following corollary.
Corollary 3: $M$ is odd for every $p \equiv-1 \bmod 4$.
Proof: We assume that $M$ is even. Then $a=2^{\frac{M}{2}}$ satisfies the equation $x^{2} \equiv-1$ in contradiction to the above theorem.

The case $p \equiv 1 \bmod 4$ is harder to treat because the above argument cannot be used in this case. We will give only a partial solution.

Theorem 13: Let $p \equiv 1 \bmod 4$ and $\frac{p+1}{4}$ be odd. Then $p$ is with a -1 .
Proof: We again use

$$
\left(\frac{2}{p}\right)=(-1)^{\frac{p^{2}-1}{8}}=1 .
$$

Since $\frac{p+1}{4}$ is odd $(p \equiv 1 \bmod 4)$ as well as $\frac{p+1}{4}$ (by assumption), we conclude that 2 is not a square number in $\mathbb{Z}_{p}$. Using $2^{O_{p}(2)+1} \equiv 2 \bmod p$, we see that $O_{p}(2)+1$ must be odd and $O_{p}(2)$ is even. By definition, $2^{\frac{o_{\rho(2)}}{2}}$ cannot be congruent to 1 , so $p$ must be with a -1 .

If $\frac{p+1}{4}$ is even, both cases are possible:

- $17,41,97,113$ are with a -1 ;
- 73, 89, 233 are without a -1 .

As the problem is linked to the still unsolved Artin's Problem (see [2], p. 113), the complete solution seems to be very difficult but interesting.

We also cannot determine whether $M$ is even or odd. In most cases, $M$ is even; however, for 281, we obtain $M=35$. This question will be important in our further examination.

We will now creat products of prime numbers.
Lemma 4: Let $p$ be with a -1 . Then $p^{n}$ is with a -1 for every $n \in \mathbb{N}$.
Proof: By induction. Let $p^{n}$ be with a -1 for some $n$ and $2^{M} \equiv-1 \bmod p^{n}$. Then $2^{M}=$ $-1+k p^{n}$ for some $k$. We compute:

$$
2^{p M}=\left(2^{M}\right)^{p}=\left(-1+k p^{n}\right)^{p}=-1+k p^{n+1}+\sum_{i=2}^{p-1}(-1)^{i+1}\binom{p}{i} k^{i} p^{n i}+p^{n p} k^{p} .
$$

As $\binom{p}{i}$ is divisible by $p$ for $2 \leq i \leq p-1$, we obtain $2^{p M} \equiv-1 \bmod p^{n+1}$. As the lemma holds for $n=1$, the proof is complete.
(For a similar problem, see [13], pp. 364 ff .)
Theorem 14: Let $n=p_{1} p_{2} \ldots p_{\ell}$, the product of odd prime numbers $p_{i}$ (not necessarily different from each other) and (at least) one of the $p_{i}$ without a -1 , Then the product $n$ is without a -1 .

Proof: Without loss of generality, let $p_{1}$ be without a -1 . We assume that $n$ is with a -1 , which means that there exists an $M \in \mathbb{N}$ with $2^{M} \equiv-1 \bmod n$. This implies that $2^{M} \equiv-1 \bmod p_{1}$ in contradiction to the choice of $p_{1}$.

Theorem 15: Let $\ell$ and $m$ be odd integers with a $-1,(\ell, m)=1,2^{L} \equiv-1 \bmod \ell$ and $2^{M} \equiv-1 \bmod$ $m$ ( $L$ and $M$ minimal). Then $n=\ell m$ is with a -1 if and only if, for some $k \in \mathbb{N}_{0}, 2^{k}$ divides $L$ and $M$, and $2^{k+1}$ divides neither of them.

## Proof:

" $\Leftarrow$ " Obviously $L / 2^{k}$ and $M / 2^{k}$ are odd numbers. We compute:

$$
\begin{aligned}
\left(2^{L}\right)^{\frac{M}{2^{t}}} & \equiv(-1)^{\frac{M}{2^{t}}} \bmod \ell \equiv-1 \bmod \ell \\
\left(2^{M}\right)^{\frac{L}{2^{K}}} & \equiv(-1)^{\frac{L}{2^{t}}} \bmod m \equiv-1 \bmod m .
\end{aligned}
$$

It follows that $2^{\frac{L M}{2^{t}}} \equiv-1 \bmod n$ as $n=\ell m$.
$" \Rightarrow$ " By contradiction:
Assume, without loss of generality, that $2^{N} \equiv-1 \bmod n, 2^{k} \mid L, 2^{k+1} \nmid L$, and $2^{k+1} \mid M$ and $N$ is minimal. This implies that $2^{N} \equiv-1 \bmod m, 2^{N} \equiv-1 \bmod \ell$, and that $N$ is the least common multiple of $L$ and $M$. Therefore, $N$ is divisible by $2^{k+1}$ and $N=2 L R$ for some $R \in \mathbb{N}$. It follows by computation that

$$
\begin{aligned}
2^{N} & =2^{2 L R} \quad=\left(2^{L}\right)^{2 R} \\
& \equiv(-1)^{2 R} \bmod \ell \equiv 1 \bmod \ell,
\end{aligned}
$$

which is a contradiction to $2^{N} \equiv-1 \bmod \ell$ as $\ell \neq 2$.
Corollary 4: If $p_{1}, \ldots, p_{\ell}$ are prime numbers, $p_{i} \equiv-1 \bmod 4$, and $\frac{p_{i}+1}{4}$ is odd for every $1 \leq i \leq \ell$, then $n=p_{1}^{k_{1}} \ldots p_{\ell}^{k_{\ell}}$ is with a -1 .

Proof: Since $\frac{p+1}{4}$ is odd, $p$ is with a -1 by Theorem 11. By Lemma 4, $p^{k}$ is with a -1 . By Corollary $3, M$ is odd, where $2^{M} \equiv-1 \bmod p$. By the proof of Lemma $4,2^{p^{k-1} M} \equiv-1 \bmod p^{k}$; of course, the exponent $p^{k-1} M$ is odd. This is true for each prime $p$. The result now follows by Theorem 15.
(For a similar result, see [13], p. 364.)

## REMAINING QUESTIONS

During our investigation, we have seen that the Ducci-problem is closely linked to the problem of finding the order of 2 in a given field $\mathbb{Z}_{p}$. It seems that this problem is not yet completely solved.

Going back to the Ducci-sequences, it is interesting to ask how many different orbits the operator $\mathscr{D}$ (and therefore $\mathscr{T}$ ) produces if all Ducci-sequences are considered. If $n$ is not a power of 2 , let $k$ be the number of divisors $m$ of $n$ (where $m<n$ ). Then we can find at least $k+2$ different cycles: the cycle that contains only the $n$-tuple ( $0, \ldots, 0$ ), the cycle of the basic-Duccisequence of $n$-tuples and the cycle of $n$-tuples that are formed of the $n / m$-fold repetition by the $m$ tuples of the corresponding basic-Ducci-sequence.

A whole range of new problems can be obtained using a variation of the process of forming the Ducci-sequence (first done by Wong [17]), for example:

$$
\mathscr{T}\left(a_{1}, \ldots, a_{n}\right):=\left(\left(a_{1}+a_{2}\right) \bmod k, \ldots,\left(a_{n}+a_{1}\right) \bmod k\right), k \in \mathbb{N} .
$$

Many interesting results on that topic can be found in [17], but the length of cycles of so-called Ducci-processes has not been treated yet (except the above variation in [15]).
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# SOME PROBABILISTIC ASPECTS OF THE TERMINAL DIGITS OF FIBONACCI NUMBERS 

Piero Filipponi and Renato Menicocci<br>Fondazione Ugo Bordoni, Via B. Castiglione 59, I-00142 Rome, Italy<br>(Submitted January 1994)

## 1. INTRODUCTION

By terminal digits of an integer $N$, we mean both the initial (leftmost) digit and the final (rightmost) digit of $N$. The following notation is used throughout the paper.

## Notation

(i) RFN (Random Fibonacci Number: An $\ell$-digit ( $\ell \geq 2$ ) Fibonacci number whose subscript has been randomly chosen within the interval $\left[K_{1}, K_{2}\right]$, where $K_{1} \geq 7$ and $K_{2}$ is much greater than $K_{1}$.
(ii) $B(d)$ : the probability that the initial digit of a RFN is $d$.
(iii) $E(d)$ : the probability that the final digit of a RFN is $d$.
(iv) $\langle a\rangle_{b}$ : the integer $a$ reduced modulo the integer $b$.
(v) $b \mid a$ : the integer $b$ divides the integer $a\left(\langle a\rangle_{b}=0\right)$.
(vi) $\lg x$ : the logarithm to the base 10 of $x$.
(vii) $(a, b)$ : the greatest common divisor of $a$ and $b$.

Moreover, $F_{k}$ and $L_{k}$ will denote the $k^{\text {th }}$ Fibonacci and Lucas number, respectively, whereas $\alpha=(1+\sqrt{5}) / 2$ is the golden section, and we assume that $K_{2} \rightarrow \infty$.

The principal aim of this paper is to study some probabilistic aspects of the terminal digits of RFN's. In particular, we shall answer questions such as:
"What is the probability that the initial digit of a RFN is greater than its final digit?"
"What is the probability that a RFN is divisible by its initial digit?"
The paper is set out as follows. After establishing some preliminary results in Section 2, in Section 3 some simple properties of RFN's which are related to their terminal digits are discussed. A glimpse of possible further investigations along this avenue is caught in Section 4.

All the results established in this paper have been thoroughly checked from the numerical point of view by means of suitable computer experiments. Nothing but a negligible difference between theoretical and experimental results has been observed even for comparatively small values of $K_{2}-K_{1}$.

## 2. PRELIMINARY RESULTS

For an infinite set of real numbers (expressed in base 10) $\mathscr{S}=\left\{s_{i}\right\}_{i=0}^{\infty}$, let $p(d)$ be the probability that the initial digit of a randomly chosen (in a large interval) $s_{i}$ is $d$. If

$$
\begin{equation*}
p(d)=\lg \left(1-\frac{1}{d}\right) \tag{2.1}
\end{equation*}
$$

then $\mathscr{P}$ is said to obey Benford's law (e.g., see [1], [4], and [5]).

In [2], [8], and [10] it was conjectured that the Fibonacci sequence obeys Benford's law. This fact has been proved in [9]; thus, we can state the following

## Proposition 1:

$$
\begin{equation*}
B(d)=\lg \left(1+\frac{1}{d}\right) \tag{2.2}
\end{equation*}
$$

Since our proof of Proposition 1 is very short, we report it because its argument will be used in the proof of Proposition 3.

Proof of Proposition 1: It is known [6] that the sets

$$
\begin{equation*}
\left\{s_{k}(x, y)\right\}=\left\{x y^{k}\right\}_{k=0}^{\infty}(x \text { and } y \text { arbitrary real quantities }) \tag{2.3}
\end{equation*}
$$

obey Benford's law, provided $y$ is not a rational power of 10. Furthermore, it can be readily proved that the initial digit of $F_{k}$ and that of $s_{k}\left[(\sqrt{5})^{-1}, \alpha\right]$ coincide for all $k \geq 6$, so that it remains to prove that $\alpha$ is not a rational power of 10 . To do this, write the following equivalent relations,

$$
\begin{aligned}
& \alpha=10^{n / m}(n \geq 0, m>0 \text { integers }), \\
& \alpha^{m}=10^{n}, \\
& L_{m}+\sqrt{5} F_{m}=2 \cdot 10^{n},
\end{aligned}
$$

the last of which is clearly impossible because an irrational cannot equal an integer. Hence, the first relation cannot be true. Q.E.D.

## Proposition 2:

$$
E(d)= \begin{cases}\frac{1}{15} & \text { if } d \text { is even }  \tag{2.4}\\ \frac{2}{15} & \text { if } d \text { is odd. }\end{cases}
$$

Proof: Inspection of the periodic sequence $\left\{\left\langle F_{k}\right\rangle_{10}\right\}_{k=0}^{59}$, whose repetition period is 60 , shows us that

$$
\begin{equation*}
F_{k} \equiv d(\bmod 10) \text { iff } k=60 n+h_{t}(d)(n=0,1,2, \ldots) \tag{2.5}
\end{equation*}
$$

with $h_{t}(d)$ depending on $d$ and $1 \leq t \leq 4(8)$ if $d$ is even (odd).
More precisely, we have

$$
\begin{array}{ll}
h(0)=0,15,30 \text {, or } 45 & h(1)=1,2,8,19,22,28,41, \text { or } 59 \\
h(2)=3,36,54 \text {, or } 57 & h(3)=4,7,13,26,44,46,47, \text { or } 53 \\
h(4)=9,12,18 \text {, or } 51 & h(5)=5,10,20,25,35,40,50 \text {, or } 55  \tag{2.6}\\
h(6)=21,39,42 \text {, or } 48 & h(7)=14,16,17,23,34,37,43, \text { or } 56 \\
h(8)=6,24,27 \text {, or } 33 & h(9)=11,29,31,32,38,49,52, \text { or } 58 . \text { Q.E.D. }
\end{array}
$$

Proposition 3 (main result): The terminal digits of a RFN are statistically independent.
Proof: It is sufficient to prove that the value of the final digit has no statistical influence on that of the initial digit. In other words, it is sufficient to prove that the set of all Fibonacci numbers whose final digit is a given $d$ obeys Benford's law.

If we replace [see (2.5)] $y$ by $\alpha^{60}, x$ by $\alpha^{h_{1}(d)} / \sqrt{5}$, and $k$ by $n$ in (2.3), and observe that:
(i) $\alpha^{60}$ is not a rational power of 10 ,
(ii) the initial digit of $F_{60 n+h_{t}(d)}$ and that of $s_{n}\left[\alpha^{h_{t}(d)} / \sqrt{5}, \alpha^{60}\right]$ coincide for all $n \geq 1$, then we see that, for given $d$ and $t$, the sequence $F_{60 n+h_{t}(d)}$ obeys Benford's law. The set

$$
\begin{equation*}
\bigcup_{t=1}^{T}\left\{F_{60 n+h_{t}(d)}\right\} \quad\left(T=4 \frac{3-(-1)^{d}}{2}, n=1,2,3, \ldots\right) \tag{2.7}
\end{equation*}
$$

given by the union of the disjoint sets $F_{60 n+h_{l}(d)}$ for all admissible values of $t$, obeys Benford's law as well. Q.E.D.
Proposition 3 allows us to establish most of the results presented in the next section.

## 3. SOME STATISTICAL PROPERTIES OF RFN'S

From this point onward, the symbols $i$ and $j$ will denote the initial digit and the final digit of a RFN, respectively.

Proposition 4: $\operatorname{Prob}(i=c, j=d)= \begin{cases}\lg (1+1 / c) / 15 & \text { if } d \text { is even, } \\ 2 \lg (1+1 / \mathrm{c}) / 15 & \text { if } d \text { is odd. }\end{cases}$
Proof: By Proposition 3 we can write

$$
\begin{equation*}
\operatorname{Prob}(i=c, j=d)=B(c) E(d), \tag{3.1}
\end{equation*}
$$

so that Proposition 4 follows by Propositions 1 and 2. Q.E.D.
Proposition 5: $\operatorname{Prob}(i=j)=\frac{1}{15}\left(1+\lg \frac{256}{63}\right) \approx 0.107$.
Proof: By Proposition 4 we can write

$$
\begin{aligned}
\operatorname{Prob}(i=j) & =\frac{1}{15} \sum_{d=1}^{4} \lg \left(1+\frac{1}{2 d}\right)+\frac{2}{15} \sum_{d=1}^{5} \lg \left(1+\frac{1}{2 d-1}\right) \\
& =\frac{1}{15}\left(1+\lg \frac{256}{63}\right) . \text { Q.E.D. }
\end{aligned}
$$

Proposition 6: $\operatorname{Prob}(i>j)=\frac{1}{15} \lg \frac{5^{12}}{3402} \approx 0.324$.
Proof: Put

$$
\begin{equation*}
S_{h}=\sum_{d=0}^{h} E(d) \quad(0 \leq h \leq 9) \tag{3.2}
\end{equation*}
$$

and write

$$
\begin{equation*}
\operatorname{Prob}(i>j)=\sum_{c=1}^{9} B(c) S_{c-1}=\sum_{c=1}^{5} B(2 c-1) S_{2 c-2}+\sum_{c=1}^{4} B(2 c) S_{2 c-1} . \tag{3.3}
\end{equation*}
$$

By (2.4), it can be readily proved (e.g., by induction on $h$ ) that

$$
S_{h}= \begin{cases}(3 h+2) / 30 & \text { if } h \text { is even, }  \tag{3.4}\\ (h+1) / 10 & \text { if } h \text { is odd. }\end{cases}
$$

Hence, by (3.3), (2.2), and (3.4), we get

$$
\begin{aligned}
\operatorname{Prob}(i>j) & =\frac{1}{15} \sum_{c=1}^{5}(3 c-2) \lg \left(1+\frac{1}{2 c-1}\right)+\frac{1}{5} \sum_{c=1}^{4} c \lg \left(1+\frac{1}{2 c}\right) \\
& =\frac{1}{15} \lg \frac{2^{15} 5^{25} 5^{15} 7^{2}}{2^{16} 3^{30} 5^{3} 7^{3}}=\frac{1}{15} \lg \frac{5^{12}}{2 \cdot 3^{5} \cdot 7} . \text { Q.E.D. }
\end{aligned}
$$

Proposition 4 allows us to obtain the probability $D(a)=\operatorname{Prob}(i+j=a)(1 \leq a \leq 18)$. After a good deal of calculation, we obtained $15 D(a)=\lg r(a)$, where

$$
\begin{align*}
& r(1)=2, r(2)=r(3)=6, r(4)=\frac{40}{3}, r(5)=\frac{45}{4}, r(6)=\frac{112}{5}, r(7)=\frac{35}{2}, \\
& r(8)=\frac{1152}{35}, r(9)=\frac{1575}{64}, r(10)=\frac{2560}{63}, r(11)=\frac{1575}{128}, r(12)=\frac{1280}{189},  \tag{3.5}\\
& r(13)=\frac{525}{128}, r(14)=\frac{64}{21}, r(15)=\frac{35}{16}, r(16)=\frac{800}{441}, r(17)=\frac{90}{64}, r(18)=\frac{100}{81} .
\end{align*}
$$

Proposition 7: The probability that a RFN is divisible by its initial digit is

$$
\begin{equation*}
\operatorname{Prob}(i \mid \mathrm{RFN})=\frac{1}{120} \lg \frac{2^{109} 3^{44} 5^{6}}{7^{5}} \approx 0.448 \tag{3.6}
\end{equation*}
$$

Proof: An integer $d(1 \leq d \leq 9)$ divides $F_{k}$ iff $k=h n_{d}(h=0,1,2, \ldots)$ with $n_{d}$ depending on d. By inspection of the periodic sequences $\left\{\left\langle F_{k}\right\rangle_{d}\right\}$, we get

$$
\begin{equation*}
n_{1}=1, n_{2}=3, n_{3}=4, n_{4}=n_{8}=6, n_{5}=5, n_{6}=n_{9}=12, n_{7}=8 . \tag{3.7}
\end{equation*}
$$

Since it can be readily proved that the sequence $\left\{F_{h n_{d}}\right\}$ obeys Benford's law (i.e., the events " $d \mid$ RFN" and " $i=d$ " are independent), by (3.7) we can write

$$
\begin{aligned}
\operatorname{Prob}(i \mid \mathrm{RFN}) & =\sum_{d=1}^{9} B(d) \operatorname{Prob}(d \mid \mathrm{RFN})=\sum_{d=1}^{9} \lg \left(\frac{d+1}{d}\right) \frac{1}{n_{d}} \\
& =\frac{1}{120} \lg \prod_{d=1}^{9}\left(\frac{d+1}{d}\right)^{120 / n_{d}}=\frac{1}{120} \lg \frac{2^{109} 3^{44} 5^{6}}{7^{5}} . \text { Q.E.D. }
\end{aligned}
$$

Proposition 8: The probability that a RFN is divisible by its final digit is

$$
\begin{equation*}
\operatorname{Prob}(j \mid \mathrm{RFN})=\frac{7}{15} \tag{3.8}
\end{equation*}
$$

The complete proof of Proposition 8 is rather lengthy so, for the sake of brevity, only a partial proof is given.

Proof: Put

$$
\begin{equation*}
Z(d)=\operatorname{Prob}(j=d, d \mid \mathrm{RFN}) \tag{3.9}
\end{equation*}
$$

whence

$$
\begin{equation*}
\operatorname{Prob}(j \mid \mathrm{RFN})=\sum_{d=0}^{9} Z(d) \tag{3.10}
\end{equation*}
$$

Each $Z(d)(0 \leq d \leq 9)$ must be calculated separately. In some cases this calculation is readily carried out. For instance, we immediately obtain

$$
\begin{equation*}
Z(0)=0 \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
Z(d)=E(d) \text { for } d=1,2, \text { and } 5 \tag{3.12}
\end{equation*}
$$

In some cases the calculation is slightly more complicated. Getting the equality

$$
\begin{equation*}
Z(9)=0 \tag{3.13}
\end{equation*}
$$

is an example. In some other cases the calculation is rather tedious. Getting the equality

$$
\begin{equation*}
Z(8)=\frac{1}{30} \tag{3.14}
\end{equation*}
$$

is an example. Let us prove (3.13) and (3.14) in full detail.
Proof of (3.13): It is known that $F_{k} \equiv 0(\bmod 9)$ iff $k \equiv 0(\bmod 12)$, that is, iff $k=12 n(n=$ $0,1,2, \ldots)$. Since $12 n$ is a multiple of $3, F_{12 n}$ is even; thus, its last digit cannot be 9 . Consequently, if $9 \mid R F N$, then $j \neq 9$ and $Z(9)=0$.

Proof of (3.14): It is known that

$$
\begin{equation*}
F_{k} \equiv 0(\bmod 8) \text { iff } k \equiv 0(\bmod 6) \tag{3.15}
\end{equation*}
$$

Moreover, by (2.5) and (2.6) we have

$$
\begin{equation*}
F_{k} \equiv 8(\bmod 10) \text { iff } k \equiv 6,24,27, \text { or } 33(\bmod 60) \tag{3.16}
\end{equation*}
$$

For (3.15) and (3.16) to be fulfilled simultaneously, we must have $k=60 n+6$ or $60 n+24(n=0$, $1,2, \ldots)$. It follows that $Z(8)=2 / 60=1 / 30$.

By means of similar arguments, we obtained

$$
\begin{equation*}
Z(3)=Z(4)=\frac{1}{30} \quad \text { and } \quad Z(6)=Z(7)=\frac{1}{60} \tag{3.17}
\end{equation*}
$$

Proposition 8 is proved by (3.9)-(3.14) and (3.17). Q.E.D.
Proposition 9: The probability $G(a)$ that $(i, j)=a(1 \leq a \leq 9)$ is:

$$
\begin{array}{lll}
G(1)=\frac{1}{15} \lg \frac{2^{24} 3^{9} 5^{7}}{7^{6}} \approx 0.756, & G(2)=\frac{1}{15} \lg \frac{3^{6} 5^{2} 7^{3}}{2^{18}} \approx 0.092, & G(3)=\frac{1}{15} \lg \frac{2^{11} 5^{3} 7^{4}}{3^{16}} \approx 0.077 \\
G(4)=\frac{1}{15} \lg \frac{3^{2} 5^{3}}{2^{9}} \approx 0.023, & G(5)=\frac{1}{5} \lg \frac{6}{5} \approx 0,016, & G(6)=\frac{2}{15} \lg \frac{7}{6} \approx 0.009 \\
G(7)=\frac{1}{5} \lg \frac{8}{7} \approx 0.011, & G(8)=\frac{2}{15} \lg \frac{9}{8} \approx 0.007, & G(9)=\frac{1}{5} \lg \frac{10}{9} \approx 0.009
\end{array}
$$

Proof: By virtue of Proposition 3 we can write

$$
\begin{equation*}
G(a)=\sum_{c=1}^{9} B(c) \sum_{\substack{d=0 \\(d, c)=a}}^{9} E(d) . \tag{3.18}
\end{equation*}
$$

Then we use (3.18) along with (2.2) and (2.4) to obtain the above results. Q.E.D.
Let us conclude this section by giving the expected values $V_{i}$ and $V_{j}$ of the initial and final digit of a RFN.

Proposition 10: $\left\{\begin{array}{l}V_{i}=9-\lg (9!) \approx 3.44, \\ V_{j}=14 / 3=4 . \overline{6} .\end{array}\right.$
The proof of Proposition 10 is left as an exercise for the interested reader.

## 4. FURTHER WORK

The theory developed in this paper also applies mutatis mutandis to recurring sequences other than the Fibonacci sequence. For example, considering the Lucas sequence would add much to the completeness of our results. Just to taste the flavor, we offer the following to the curiosity of the reader.

The probability $A$ that a RFN and a RLN (Random Lucas Number) have the same final digit is

$$
\begin{equation*}
A=1 / 9 \tag{4.1}
\end{equation*}
$$

whereas the probability $B$ that, once $n$ is randomly chosen within a sufficiently large interval, $F_{n}$ and $L_{n}$ have the same final digit is

$$
\begin{equation*}
B=1 / 5 \tag{4.2}
\end{equation*}
$$

Question 1: "What is the probability $R$ that a RFN and a RLN have the same initial digit?" The answer is:

$$
\begin{equation*}
R=\sum_{c=1}^{9} B^{2}(c) \approx 0.165 \tag{4.3}
\end{equation*}
$$

Observe that the answer to the following related question is completely different.
Question 2: "Choose a positive integer $n$ at random within a sufficiently large interval. What is the probability $S$ that $F_{n}$ and $L_{n}$ have the same initial digit?"

The answer is:

$$
\begin{equation*}
S=0 \tag{4.4}
\end{equation*}
$$

In fact, the following curious property can be stated [3].
Proposition 11: $F_{n}$ and $L_{n}$ cannot have the same initial digit for $n \geq 2$.
Denoting the initial digit of the number $x$ by $f(x)$, we can also prove the inequality:

$$
\begin{equation*}
3 \leq f\left(F_{n}\right)+f\left(L_{n}\right) \leq 13 \quad(n \geq 2) \tag{4.5}
\end{equation*}
$$

It is obvious that the statement of Proposition 11 does not exclude the possibility that the initial digits of $F_{n}$ and $L_{n}$ have the same parity [i.e., $f\left(F_{n}\right)+f\left(L_{n}\right)$ is even]. The problem of determining the probability of this occurrence remains an open problem. A computer experiment showed that the event $f\left(F_{n}\right)+f\left(L_{n}\right) \equiv 0(\bmod 2)$ occurs 4232 times for $1 \leq n \leq 10,000$.

Finally, it can be proved that the probability $T$ that the sum $i+f(\mathrm{RLN})$ is even is

$$
\begin{equation*}
T=U^{2}+(1-U)^{2} \approx 0.524, \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
U=\sum_{c=1}^{4} B(2 c)=\lg \frac{315}{128} . \tag{4.7}
\end{equation*}
$$

Because of the numerical value of $T(\approx 1 / 2)$, it seems worthwhile to investigate (e.g., by means of the autocorrelation-, run-, poker-test, etc.) the statistical properties of the binary sequences $\left\{\langle i+f(\mathrm{RLN})\rangle_{2}\right\}$ for cryptographic purposes (stream ciphering [7]).

The proofs of (4.1)-(4.3) and (4.5)-(4.7) are left to the perseverance of the reader.
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# ON AN ARITHMETICAL FUNCTION RELATED TO EULER'S TOTIENT AND THE DISCRIMINATOR 

Pieter Moree<br>Freesiastraat 13, 2651 XL Berkel en Rodenrijs, The Netherlands<br>Hans Roskam<br>Wilhelminapark 4, 2342 AG Oegstgeest, The Netherlands<br>(Submitted January 1994)

## 1. INTRODUCTION

The discriminator, $D(j, n)$, is defined to be the smallest positive integer $k$ for which the first $n$ $j^{\text {th }}$ powers are distinct modulo $k$. It was introduced by Arnold, Benkoski, and McCabe [1] in order to determine the complexity of an algorithm they had developed. Results on the discriminator can be found in $[1,3,4,12,13,16,17]$. We show that, under certain conditions, the discriminator takes on values that are also assumed by the function $E(n):=\min \{k: n \mid \varphi(k)\}$. Here $\varphi$ denotes Euler's totient. We call $E$ the Euler minimum function. The sequence $\left\{a_{k}\right\}_{k=1}^{\infty}$, with $a_{k}=$ $\operatorname{lcm}(\varphi(1), \ldots, \varphi(k))$ is used to link the discriminator and the Euler minimum function. As an application we show that, for several values of $n$ and primes $p$, there exist unbounded sequences $\left\{j_{k}\right\}_{k=1}^{\infty}$ and $\left\{e_{k}\right\}_{k=1}^{\infty}$, such that $D\left(j_{k}, n\right)=p^{e_{k}}$ for every natural number $k$. The prime powers $p^{e_{k}}$ are exceptional values of the discriminator, since it is known that $D(j, n)$ is squarefree for every fixed $j>1$ and every $n$ large enough [4]. For example, if $j>1$ and $j$ is odd, one has, for every $n$ sufficiently large, $D(j, n)=\min \{k \geq n \mid \operatorname{gcd}(j, \varphi(k))=1$ and $k$ is squarefree $\}$. In the literature so far only the case where $j$ is fixed has been considered. In this paper we focus on the case where $n$ is fixed. The behavior of $D(j, n)$ turns out to be very different in these cases. (For a table of values of the discriminator, see [17].)

Since we think that the Euler minimum function and the sequence $\left\{a_{k}\right\}_{k=1}^{\infty}$ are of interest in themselves, we also prove some results on them which are possibly not related to discriminators.

## 2. RESULTS ON THE EULER MINIMUM FUNCTION

There seems to be no literature on $E(n)$. The related set $\{k: n \mid \varphi(k)\}$, however, does occur in the literature. It is denoted by $C_{n}$ [we will use the notation $C(n)$ ] and occurs in a series of papers on the equidistribution of the integers coprime with $n$ ("the totatives") in intervals of length $n / k$ written in the 1950s $[6,7,10,11]$. In particular, it is shown there that $A(n)=C(n)$ if and only if $n$ is prime, where $A(n)$ is the set $\left\{k \in \mathbb{N}: n^{2} \mid k\right.$ or there exists a $p$ with $p \equiv 1(\bmod n)$ and $p \mid k\}$. A result on $C(n)$ of a different kind (and time) is that of Dressler [5], who proved that the set $\mathbb{N} \backslash C(n)$ has natural density zero for every $n$.

Recall that if $\Pi p_{i}^{\alpha_{i}}$ is the canonical prime factorization of $n$, then $\varphi(n)=\Pi p_{i}^{\alpha_{i}-1}\left(p_{i}-1\right)$. So, in particular, $n \mid \varphi\left(n^{2}\right)$ and, therefore, $E(n) \leq n^{2}$, and so $E(n)$ exists. In the proofs, we repeatedly use the following simple principle to show that a certain number does not equal the $E(n)$ : we exhibit a smaller number in the collection $C(n)$. We study only the case where $n$ equals a prime power.

The symbol $p$ is used exclusively for primes.

Theorem 1: Let $q$ be a prime. Let $m$ be the smallest squarefree number of the form $\prod_{i=1}^{k}\left(1+a_{i} q^{e_{i}}\right)$ with $1+a_{i} q^{e_{i}}$ prime for $i=1, \ldots, k$ and $\sum_{i=1}^{k} e_{i}=n$. Then

$$
E\left(q^{n}\right)=\min \left\{m, q^{n+1}\right\}
$$

In case $E\left(q^{n}\right)=m$, we have

$$
\prod_{i=1}^{k} a_{i}<q \text { and } \prod_{i=1}^{k} a_{i}=\varphi(m) / q^{n} .
$$

Remark: By Dirichlet's theorem on arithmetical progressions, $m$ exists.
Proof: Assume that $p \neq q$ and $p \mid E\left(q^{n}\right)$. If $p^{2} \mid E\left(q^{n}\right)$, then the integer $E\left(q^{n}\right) / p$ is also in $C\left(q^{n}\right)$. Since this contradicts the definition of $E\left(q^{n}\right)$, it follows that $p^{2} \nmid E\left(q^{n}\right)$. Since the integer $E\left(q^{n}\right) / p$ is not in $C\left(q^{n}\right)$, we have $p \equiv 1(\bmod q)$. Therefore, $p=1+a q^{e}$ for some positive integers $a$ and $e$. Also, if $q \mid E\left(q^{n}\right)$, then the integer $E\left(q^{n}\right) q^{e} / p$, which is less than $E\left(q^{n}\right)$, is in $C\left(q^{n}\right)$. Put $g=\operatorname{ord}_{q}\left(\varphi\left(E\left(q^{n}\right)\right)\right)$. Obviously, $g \geq n$. If $g>n$, then the integer $E\left(q^{n}\right) q^{e} / p$, which is less than $E\left(q^{n}\right)$, is in $C\left(q^{n}\right)$. This contradiction shows that $g=n$. Up to this point we have shown that $E\left(q^{n}\right)$ is a squarefree number of the form $\prod_{i=1}^{k}\left(1+a_{i} q^{q_{i}}\right)$ with $1+a_{i} q^{e_{i}}$ prime for $i=1$, $\ldots, k$ and $\sum_{i=1}^{k} e_{i}=n$. Clearly, $E\left(q^{n}\right)$ has to be the smallest number of this form, that is, $E\left(q^{n}\right)=m$. In the remaining case where $E\left(q^{n}\right)$ does not have a prime divisor $p$ with $p \neq q$, we have $E\left(q^{n}\right)=$ $q^{n+1}$. It follows that $E\left(q^{n}\right)=\min \left\{m, q^{n+1}\right\}$. In the case $m<q^{n+1}$, we have $\varphi(m)=\prod_{i=1}^{k} a_{i} q^{e_{i}}=$ $q^{n} \prod_{i=1}^{k} a_{i}<m<q^{n+1}$ and the remaining part of the assertion follows.

In order to compute $E\left(q^{n}\right)$, the following variant of Theorem 1 is more convenient to work with. We denote by $S(q)$ the set of squarefree numbers composed of only primes $p$ satisfying $p \equiv 1(\bmod q)$. For convenience, we define the minimum of the empty set to be $\infty$.

Theorem 1': $E\left(q^{n}\right)=\min \left\{m, q^{n+1}\right\}$, where $m=\min \left\{s \in S(q): q^{n}\right.$ divides $\left.\varphi(s) / q^{n}<q\right\}$.
For given positive integers $a$ and $d$ with $\operatorname{gcd}(a, d)=1$, we denote by $p(d, a)$ the smallest prime $p$ satisfying $p \equiv a(\bmod d)$ and more in general by $p_{i}(d, a), i \geq 2$, the $i^{\text {th }}$ smallest such prime. We denote by $\omega(n)$ the number of distinct prime factors of $n$.

## Corollary 1:

(i) The largest prime divisor of $\varphi\left(E\left(q^{n}\right)\right)$ is $q$.
(ii) The smallest prime divisor of $E\left(q^{n}\right)$ is not less than $q$.
(iii) If $q$ is odd, then $\omega\left(E\left(q^{n}\right)\right)<\min \{n+1, \log q / \log 2\}$.
(iv) $E(q)=\min \left\{q^{2}, p(q, 1)\right\}$.
(v) $E\left(q^{2}\right)=\min \left\{q^{3}, p\left(q^{2}, 1\right), p(q, 1) p_{2}(q, 1)\right\}$.

Theorem 1 and in particular parts (iv) and (v) of Corollary 1 show that the behavior of the Euler minimum function is intimately tied up with the distribution of prime numbers. Theorem 1 gives rise to questions on the behavior of $p(q, 1)$ and, if we delve deeper, on $p_{i}(q, 1)$ for $i \geq 2$. Corollary $1(\mathrm{v})$, for example, gives rise to the following question: Is it true that infinitely often $p(q, 1) p_{2}(q, 1)<p\left(q^{2}, 1\right)$ ? Unfortunately, problems involving $p(d, a)$ are generally very difficult (see, e.g., [14, p. 217] for an overview). However, there is a guiding principle in these difficult matters: probabilistic reasoning. The basic assumptions made in probabilistic reasoning are that
the probability that $n$ is a prime is about $1 / \log n$ and that the events $n$ is a prime and $m$ is a prime are independent. Using probabilistic reasoning, we arrive, for example, at the conjecture that $p(q, 1)<q^{2}$ for every sufficiently large prime $q$. Indeed, this conjecture was made by several mathematicians (see, e.g., [9] [15]). Very recently, Bach and Sorenson [2] proved that $p(q, 1)<$ $2(q \log q)^{2}$, assuming the Extended Riemann Hypothesis holds true. By Corollary 1(iv), the conjecture is equivalent to $E(q)=p(q, 1)$ for every prime $q$ large enough. Unconditionally, we can only prove the following result.

Lemma 1: $|\{q \leq x: E(q)=p(q, 1)\}| \gg x^{6687} / \log x$.
Proof: Put $A_{a}(x, \delta)=\left|\left\{p: a+2 \leq p \leq x, P(p-a) \geq x^{\delta}\right\}\right|$, where $P(n)$ denotes the greatest prime divisor function. Put $\delta=.6687$. Then by Théorème 1 of Fouvry [8]. $A_{a}(x, \delta) \gg x / \log x$, where the implied constant depends only on $a$. Let $p$ be a prime contributing to $A_{a}(x, \delta)$. Put $P(p-a)=q$. Then $p(q, a) \leq p \leq x \leq q^{1 / \delta}$. Since there are at most $x^{1-\delta}$ primes $p$ such that $P(p-a)=q$ and $q \geq x^{\delta}$ ( $a$ fixed), it follows that

$$
\left|\left\{q \leq x: p(q, a) \leq q^{1 / \delta}\right\}\right| \geq \frac{A_{a}(x, \delta)}{x^{1-\delta}} \gg x^{\delta} / \log x .
$$

In particular, we have $\left|\left\{q \leq x: p(q, 1)<q^{2}\right\}\right| \gg x^{6687} / \log x$.
Remark: Let $a$ be an arbitrary fixed positive integer. The result implicit in the proof of Lemma 1 that

$$
\left|\left\{q \leq x: p(q, a)<q^{1.496}\right\}\right| \gg x^{6687} / \log x,
$$

supersedes the record result of Motohashi mentioned in The Book of Prime Number Records [14, p. 218], who proved in 1970 that $\left|\left\{q \leq x: p(q, a)<q^{1.6378}\right\}\right|$ tends to infinity with $x$.

The following lemma is a straightforward consequence of Theorem 1.

## Lemma 2:

(i) $E\left(p^{a}\right) \neq E\left(q^{b}\right)$ if $p \neq q$.
(ii) $E\left(p^{a}\right) \neq E\left(p^{b}\right)$ if $a \neq b$.

## Proof:

(i) If $E\left(p^{a}\right)=E\left(q^{b}\right)$, then $P\left(\varphi\left(E\left(p^{a}\right)\right)\right)=P\left(\varphi\left(E\left(q^{b}\right)\right)\right)$. If $p \neq q$, this is impossible by Corollary 1(i).
(ii) Since, by Theorem 1, $p^{a} \| \varphi\left(E\left(p^{a}\right)\right)$ and $p^{b} \| \varphi\left(E\left(p^{b}\right)\right)$, clearly $E\left(p^{a}\right) \neq E\left(p^{b}\right)$ if $a \neq b$.

If $q=2$, Theorem 1 can be improved. For $j \geq 0$ put $\mathscr{F}_{j}=1+2^{2^{j}}$. The primes of this form are called Fermat primes. Let $I$ be the set of $i$ such that $\mathscr{F}_{i}$ is prime. Notice that $0,1,2,3$, and 4 are in $I$. These numbers correspond with the primes $3,5,17,257$ and 65537 . These primes are the only known Fermat primes.

Lemma 3: Let $\sum_{j \in J} 2^{j}$ be the representation to the base 2 of $n$. Then

$$
E\left(2^{n}\right)= \begin{cases}\prod_{j \in J} \mathscr{F}_{j} & \text { if } J \text { is a subset of } I \\ 2^{n+1} & \text { otherwise }\end{cases}
$$

Proof: Notice that the number $m$ (in the notation of Theorem 1) equals $\min \{s \in S(2)$ : $\left.\varphi(s)=2^{n}\right\}$. The prime factors of $m$ must all be Fermat primes (for a number of the form $1+2^{b}$ to be prime, it is necessary that $b$ is a power of two). On using the uniqueness of the representation to the base 2, it follows that $m=\prod_{j \in J} \mathscr{F}_{j}$ if $J$ is a subset of $I$ and $\infty$ otherwise. Multiplying out $\Pi_{j \in J}\left(2^{2^{j}}+1\right)$ gives a sum of powers of 2 with unequal exponents and largest exponent $n$. So $\Pi_{j \in J}^{\mathscr{F}_{j}}<2^{n+1}$ (using the uniqueness of the representation to the base 2 again). The lemma then follows from Theorem $1^{\prime}$.

Example: $E\left(2^{31}\right)=4294967295$.
Corollary: If there are only finitely many Fermat primes, then $E\left(2^{a}\right)=2^{a+1}$ for every sufficiently large $a$.

Remark: The prime 2 seems to be the only one for which such an explicit result can be derived. This is in agreement with the saying of H . Zassenhaus that two is the oddest of primes.

The next lemma demonstrates that, for some odd primes, Theorem 1' can also be sharpened, although to a lesser extent.

Lemma 4: $E\left(q^{n}\right)=\min \left\{q^{n+1}, p\left(q^{n}, 1\right)\right\}$ for $q=3,7,13$, and 31. $E\left(q^{n}\right)=\min \left\{q^{n+1}, p\left(q^{n}, 1\right)\right\}$ if $n$ is odd for $q=5$ and 19 .

Proof: We only work out the case where $q=19$, the other cases being similar. Notice that $3 \mid 1+2.19^{a}$, so $1+2.19^{a}$ is not a prime. Then $\left\{s \in S(19): 19^{n} \mid \varphi(s), \varphi(s)<19^{n+1}\right.$ and $\left.\omega(s) \geq 2\right\}=$ $\left\{\left(1+4.19^{a}\right)\left(1+4.19^{b}\right): a+b=n\right.$ and both $1+4.19^{a}$ and $1+4.19^{b}$ are prime $\}$. Now, since $n$ is odd, we can assume without loss of generality that $a$ is even. But then $5 \mid 1+4.19^{a}$, so this collection is empty. Therefore, by Theorem $1^{\prime}$, we find that $E\left(19^{n}\right)=\min \left\{19^{n+1}, p\left(19^{n}, 1\right)\right\}$.

In the next section it is shown that primes $p$ such that $E\left(p^{n}\right)=p^{n+1}$ for infinitely many $n$ are related to special values of this discriminator. Let $E$ denote the collection of primes having this property.

Lemma 5: $2 \in E$.
Proof: Since $F_{5}=641 \cdot 6700417$ is composite (Euler), it follows from Lemma 3 that $E\left(2^{n}\right)=$ $2^{n+1}$ for every $n$ that has $2^{5}$ in its representation to the base 2 . Since there are obviously infinitely many such $n$, the lemma follows.

Lemma 6: Let $q$ be an odd prime. Suppose there are integers $a$, $d$, and $n_{0}$ such that $E\left(q^{n}\right)=$ $\min \left\{q^{n+1}, p\left(q^{n}, 1\right)\right\}$ for every $n \geq n_{0}$ and $n \equiv a(\bmod d)$. Then $q$ is in $E$.

Proof: Let $k$ be an arbitrary integer such that $k \geq n_{0}$ and $k \equiv a(\bmod d)$. For every $j$ in $\{1, \ldots,(q-1) / 2\}$, choose some prime divisor $p_{j}$ of $1+2 j q^{k}$. Notice that $\operatorname{gcd}\left(p_{j}, q\right)=1$. Then, by Fermat's little theorem, $p_{j} \mid 1+2 j q^{k+m\left(p_{j}-1\right)}$ for every $j$ in $\{1, \ldots,(q-1) / 2\}$, so $1+2 j q^{k+m\left(p_{j}-1\right)}$ is composite for every $m$ in $\mathbb{N}$ and $j$ in $\{1, \ldots,(q-1) / 2\}$. Put $\ell=\operatorname{lcm}\left(p_{1}-1, \ldots, p_{(q-1) / 2}-1\right)$. Then $1+2 j q^{k+m \ell d}$ is composite for every $m$ in $\mathbb{N}$ and $j$ in $\{1, \ldots,(q-1) / 2\}$. Since $k+m \ell d \equiv a(\bmod d)$ and $k+m \ell d \geq n_{0}$, it follows from the hypothesis of the lemma that $E\left(q^{k+m \ell d}\right)=q^{k+1+m \ell d}$ for every $m$ in $\mathbb{N}$; therefore, $q$ is in $E$.

Finally, using Lemmas 4, 5, and 6, we find
Lemma 7: $\{2,3,5,7,13,19,31\} \subseteq E$.
We conjecture that in fact every prime is in $E$ and challenge the reader to prove this or, at least, to exhibit other primes in $E$.

## 3. THE LOWEST COMMON MULTIPLE OF THE SUCCESSIVE TOTIENTS

In this section we study the sequence $\left\{a_{k}\right\}_{k=1}^{\infty}$, with $a_{k}=\operatorname{lcm}(\varphi(1), \ldots, \varphi(k))$; in plain English, $a_{k}$ is the lowest common multiple of the first $k$ totients. In the next paragraph it will transpire that this strange sequence provides a link between discriminators and the Euler minimum function. The purpose of this section is to give the reader some feeling for the behavior of this sequence.

Put $c_{k}=a_{k} / a_{k-1}$ for $k \geq 2$. We say $k(\geq 2)$ is a jumping point if $c_{k}$ exceeds one.
Lemma 8: The number $k$ is a jumping point if and only if $k=E\left(p^{r}\right)$ for some prime $p$ and exponent $r>1$.

Proof: If $k$ is a jumping point, then there is a prime $p$ such that $p \mid c_{k}$. Put $r=\operatorname{ord}_{p}(\varphi(k))$. Then $p^{r} \nmid \varphi(\ell)$ for every $\ell<k$ (otherwise $\left.p \neq c_{k}\right)$, so $k=E\left(p^{r}\right)$. On the other hand, if $k=E\left(p^{r}\right)$ for some prime $p$ and exponent $r$, then $c_{k} \geq p$, so $k$ is a jumping point.

Lemma 9: For $k \geq 2, c_{k}$ is a prime or equals 1.
Proof: If $c_{k}>1$, then $k=E\left(p^{r}\right)$ by the previous lemma. Now $p$ is the only prime dividing $c_{k}$ because if another prime, say $q$, would divide $c_{k}$, then it would follow that $E\left(p^{r}\right)=E\left(q^{a}\right)$, where $q^{a} \| \varphi(k)$. By Lemma 2(i), this is impossible. If $p^{2} \mid c_{k}$, then $p^{r-1} \nmid \varphi(\ell)$ for every $\ell<k$, and it follows that $E\left(p^{r-1}\right)=E\left(p^{r}\right)$. By Lemma 2(ii), this is impossible.

The following lemma gives an idea of the growth of the sequence $\left\{a_{k}\right\}_{k=1}^{\infty}$ as $k$ tends to infinity. A trivial lower bound for $a_{k}$ is given by $\exp (c \sqrt{k})$ for some $c>0$. To see this, note that $\Pi_{p \leq \sqrt{k}} p$ divides $a_{k}$ (since $p \mid \varphi\left(p^{2}\right)$ ). On using the result $\Sigma_{p \leq x} \log p \sim x$ of prime number theory, the bound is easily established.

Lemma 10: Let $\varepsilon$ be an arbitrary fixed positive real number. Then

$$
\exp \left(k^{.6687}\right) \ll a_{k} \ll \exp ((1+\varepsilon) k)
$$

Proof: Recall that $\Lambda(n)$, the Von Mangoldt function, is defined by $\log p$ if $n$ is of the form $p^{k}$, and 0 otherwise. Notice that

$$
\log \left(a_{k}\right) \leq \log (\operatorname{lcm}(1, \ldots, k))=\sum_{n \leq k} \Lambda(n) \leq(1+\varepsilon) k
$$

for every $k$ sufficiently large. The latter estimate follows from the well-known result

$$
\sum_{n \leq x} \Lambda(n) \sim x
$$

of prime number theory. This gives the upper bound.

The primes contributing to $A_{1}(k, \delta)$ (cf. the proof of Lemma 1) yield $\gg k^{\delta} / \log k$ distinct primes not less than $k^{\delta}$ that occur as prime factors of numbers of the form $p-1$ with $p$ not exceeding $k$. The product of these primes is a divisor of $a_{k} \operatorname{exceeding~} \exp \left(c k^{\delta}\right)$ for some $c>0$ and all $k \geq 1$.

Remark: In case $A_{a}(x, \delta) \gg x / \log x$ holds for a number larger than .6687 , this automatically gives rise to a corresponding improvement in Lemmas 1 and 10.

## 4. THE EULER MINIMUM FUNCTION AND THE DISCRIMINATOR

For $n=1,2$, and 3 , the behavior of the discriminator is not very interesting; it is easy to show that $D(j, 1)=1, D(j, 2)=2, D(2 j-1,3)=3$, and $D(2 j, 3)=6$ for every $j$ in $\mathbb{N}$. From now on we assume that $n$ is an arbitrary fixed integer $\geq 4$. We establish a connection between the Euler minimum function and discriminators.

First, we prove a lemma ("the push-up lemma") that can be used, given an arbitrary $k$, to find a $j$ such that $D(j, n) \geq k$. In the proof, the following result on $e(k)$, the maximum of the exponents in the canonical prime factorization of $k$, is needed.

Lemma 11: $e(k) \leq \varphi(k)$.
Proof: For $k=1$ there is nothing to prove. If $k>1$, there is a prime $p$ and an exponent $e(k) \geq 1$ such that $p^{e(k)} \| k$. Then $e(k) \leq 2^{e(k)-1} \leq p^{e(k)-1}(p-1) \leq \varphi(k)$.

For convenience, we call a pair of integers $r, s$ with $1<r \leq s \leq n$ an $n$-pair. When both $r$ and $s$ are coprime with $k$, the $n$-pair $(r, s)$ is said to be coprime with $k$.

Lemma 12 ("push-up lemma"): For $n \geq 4$ and arbitrary $k$, we have $D(\varphi(k), n) \neq k$.
Proof: It suffices to exhibit an $n$-pair $(r, s)$ such that $r^{\varphi(k)} \equiv s^{\varphi(k)}(\bmod k)$. We show that $(2,4)$ meets this requirement. Let $f=\operatorname{ord}_{2} k$, then $2^{\varphi(k)} \equiv 1\left(\bmod k / 2^{f}\right)$. By Lemma 11 and the definition of $e(k)$, it follows that $f \leq e(k) \leq \varphi(k)$, so $2^{\varphi(k)} \equiv 4^{\varphi(k)}(\bmod k)$.

We will now use the push-up lemma to prove that there is a connection between the Euler minimum function and discriminators.

Theorem 2: If $n \geq 4$ and $p>n / 2$ and $p^{a}$ is a power of $p$ for which $E\left(p^{\alpha}\right) \geq n$, and if $p^{\alpha} \operatorname{lord}_{E\left(p^{\alpha}\right)}(r / s)$ for every $n$-pair $(r, s)$ coprime with $E\left(p^{\alpha}\right)$, then $D\left(a_{e\left(p^{\alpha}\right)-1}, n\right)=E\left(p^{\alpha}\right)$.

Proof: Put $k=E\left(p^{\alpha}\right)$. By the push-up lemma $D\left(a_{k-1}, n\right) \geq k$. We claim that $D\left(a_{k-1}, n\right)=k$. Put $j=a_{k-1}$. Notice that it suffices to show that there does not exist an $n$-pair $(r, s)$ such that $r^{j} \equiv s^{j}(\bmod k)$. To this end, assume that such integers do exist. Since the smallest prime divisor of $k$ is not less than $p$ by Corollary 1 (ii), it follows from $p>n / 2$ that at least one of $\operatorname{gcd}(r, k)$ and $\operatorname{gcd}(s, k)$ equals one, but then both $\operatorname{gcd}(r, k)$ and $\operatorname{gcd}(s, k)$ equal one [so the $n$-pair $(r, s)$ is coprime with $k]$; thus, $(r / s)^{j} \equiv 1(\bmod k)$ and, therefore, $j$ is a multiple of $\operatorname{ord}_{E\left(p^{\alpha}\right)}(r / s)$. Since this order is divisible by $p^{\alpha}$ by assumption, it follows by the definition of $a_{k-1}$ that there is an $\ell<k$ [ $\left.=E\left(p^{a}\right)\right]$, so the theorem is proved.

Corollary: Suppose that $n, p$, and $\alpha$ satisfy the hypothesis of Theorem 2. Then $E\left(p^{\alpha}\right)$ is in $D(\mathbb{N}, m)$ for $m$ in $\{4, \ldots, n\}$.

Remark: In Table 1, some triples $\left(k, E(k), n_{\max }\right)$ are recorded with $k$ of the form $p^{\alpha}$, with $p^{\alpha}$ and $n_{\max }$ satisfying the hypothesis of Theorem 2. Furthermore, $n_{\max }$ is the smallest integer $\geq 4$ such that $p^{\alpha}$ and $n_{\max }+1$ do not satisfy the hypothesis of Theorem 2 .

TABLE 1. Numerical Material Related to Theorem 2

| $k$ | $E(k)$ | $n_{\max }$ | $k$ | $E(k)$ | $n_{\max }$ | $k$ | $E(k)$ | $n_{\max }$ | $k$ | $E(k)$ | $n_{\max }$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 7 | 29 | 4 | 13 | 53 | 6 | 17 | 103 | 8 | 19 | 191 | 4 |
| 25 | 101 | 4 | 27 | 81 | 4 | 31 | 311 | 5 | 37 | 149 | 9 |
| 43 | 173 | 12 | 47 | 283 | 12 | 49 | 197 | 5 | 59 | 709 | 18 |
| 61 | 367 | 12 | 67 | 269 | 12 | 71 | 569 | 14 | 73 | 293 | 16 |
| 79 | 317 | 13 | 97 | 389 | 16 | 101 | 607 | 22 | 103 | 619 | 21 |
| 107 | 643 | 17 | 127 | 509 | 21 | 137 | 823 | 18 | 139 | 557 | 18 |
| 151 | 907 | 25 | 163 | 653 | 21 | 169 | 677 | 9 | 193 | 773 | 21 |

If $\left(E(k), n_{\max }\right)$ is a pair in the table, then $E(k) \in D(\mathbb{N}, m)$ for every $m \in\left\{4, \ldots, n_{\max }\right\}$.
The next theorem can be regarded as a special case of Theorem 2. It shows that the hypothesis of Theorem 2 can be weakened at the cost of generality.

Theorem 3: Let $n \geq 4$ and $p \geq n$ be such that $2 p+1$ is prime. Then $D\left(a_{2 p}, n\right)=2 p+1$.
Proof: Notice that $\{p: 2 p+1$ is prime, $p \geq 3\}=\{p: E(p)=2 p+1\}$. Let $(r, s)$ be an $n$-pair. Since $2 p+1 \nmid r-s$ and $2 p+1 \nmid r+s, r^{2} \not \equiv s^{2}(\bmod 2 p+1)$. Therefore, $p \mid \operatorname{ord}_{E(p)}(r / s)$ for every $n$ pair $(r, s)$ and so the result follows from Theorem 2.
Remark: The primes in the set $\{p: 2 p+1$ is prime, $p \geq 3\}$ are called Sophie Germain primes. They were first considered in the study of Fermat's last theorem.

From the results in [4], it follows that $D(j, n)$ is squarefree for every fixed $j \geq 2$ and every $n$ sufficiently large. We proceed to show that there are values of $n$ and primes $p$ such that $p^{e}$ is in $D(\mathbb{N}, n)$ for infinitely many $n$. For convenience, we call these primes $n$-discriminator primes. Notice that $p^{e}$ with $e$ large is far from being squarefree. So, if $p^{e}$ is in $D(\mathbb{N}, n)$ for some large $e$, the number $p^{e}$ can be regarded as an exceptional value of the discriminator.

Lemma 13: Suppose $p$ is odd. If $a^{g} \equiv 1+k p\left(\bmod p^{2}\right)$, then $a^{p^{m-1} g} \equiv 1+k p^{m}\left(\bmod p^{1+m}\right)$.
Proof: The proof is left as an exercise for the interested reader.
When $\operatorname{gcd}(r, p)=1$, we have $r^{p-1}=1+q_{r}(p) p$, with $q_{r}(p)$ an integer. This integer is called the Fermat quotient of $p$, with base $r$.

Theorem 4: If $n \geq 4, p \in E, p>n / 2, q_{2}(p) \not \equiv 0(\bmod p)$ and $q_{r}(p) \not \equiv q_{s}(p)(\bmod p)$ for every $n$ pair ( $r, s$ ) coprime with $p$, then $p$ is an $n$-discriminator prime.

Proof: By the hypothesis on $p$ and Lemma 13, it follows that $r^{p^{p-1}(p-1)} \not \equiv s^{p^{e-1}(p-1)}\left(\bmod p^{e+1}\right)$ for every positive integer $e$ and for every $n$-pair $(r, s)$ coprime with $p$. Since $p>n / 2$, it even
holds true for every $n$-pair $(r, s)$. Notice that this incongruence implies $p^{e}{ }^{\operatorname{lord}}{ }_{p^{e+1}}(r / s)$ for every $e \geq 1$. Since $p$ is in $E$, there are infinitely many exponents $f$ such that $E\left(p^{f}\right)=p^{f+1}$. Then, for all sufficiently large of these $f$, there exists a $j_{f}$ such that $D\left(j_{f}, n\right)=p^{f+1}$, by Theorem 2. So $p$ is an $n$-discriminator prime.
Corollary: If $p$ is an $n$-discriminator prime satisfying the hypothesis of Theorem 4, $p$ is an $m$ discriminator prime for $m$ in $\{4, \ldots, n\}$.
Remark: Fix some $p$. Suppose there is an $n$ such that $n$ and $p$ satisfy the hypothesis of Theorem 4. Then define $n_{\max }$ to be the largest $n$ such that $n_{\max }$ and $p$ satisfy the hypothesis of Theorem 4 . Notice that $n_{\max }$ exists ( $n_{\max }<2 p$ ). The entries in Table 2 result, after some easy computations, on using Theorem 4 and Lemma 4.

TABLE 2. Numerical Material Related to Theorem 4

| $n$ | $n$-Discriminator Primes |
| :---: | :---: |
| 4 | $3,7,13,19,31$ |
| 5 | $13,19,31$ |
| 6 | $13,19,31$ |
| 7 | $13,19,31$ |
| 8 | 19,31 |
| 9 | 19,31 |
| 10 | 19,31 |
| 11 | 31 |
| 12 | 31 |
| 13 | 31 |
| 14 | 31 |

If $p$ is in the row headed $n$, then there are infinitely many $e$ such that $p^{e} \in D(\mathbb{N}, n)$.
Our final theorem shows that the condition $p>n / 2$ in Theorem 4 is necessary for $p$ to be an $n$-discriminator prime.

Theorem 5: If $p \leq n / 2$, then $p$ is not an $n$-discriminator prime.
To prove this, we need some preparatory lemmas. They give upper bounds for $D(j, n)$ that, with harder work, are not too difficult to improve upon. For our purposes, the given bounds will do, however.

Let $p_{1}, p_{2}, p_{3}, \ldots$ denote the sequence of rational primes and $[x]$ the greatest integer $\leq x$.
Lemma 14: $D(j, n) \leq p_{\left[j n^{2} \log n / \log 4\right]+1}$ for all positive integers $j$ and $n$.
Proof: For $n=1$ the assertion is obviously correct. So assume $n>1$. Let $\operatorname{Diff}(j, n)$ denote the set $\left\{s^{j}-r^{j} \mid 1 \leq r<s \leq n\right\}$. If $p$ is a prime such that $p$ divides none of the members of $\operatorname{Diff}(j, n)$, then $1^{j}, \ldots, n^{j}$ are pairwise incongruent modulo $p$ and so $D(j, n) \leq p$. Since a number $m$ has at most $[\log m / \log 2]$ different prime factors, the numbers in the set $\operatorname{Diff}(j, n)$ contain at most $\left[j n^{2} \log n / \log 4\right]$ different prime factors. Therefore, there is a prime $q \leq p_{\left[j n^{2} \log n / \log 4\right]+1}$ such that $1^{j}, \ldots, n^{j}$ are pairwise incongruent modulo $q$. Thus, $D(j, n) \leq q \leq p_{\left[j n^{2} \log n / \log 4\right]+1}$.

Lemma 15: $D(j, n) \gtrless_{n} j \log (j+1)$.
Proof: The proof is immediate from Lemma 14 and the estimate $p_{n}=O(n \log n)$, which follows from the Prime Number Theorem.

Proof of Theorem 5: Suppose $p \leq n / 2$. Now in case $D(j, n)=p^{e}$ for some integers $j$ and $e$, it follows that $e>j$, for if $e \leq j$, then $p^{j} \equiv(2 p)^{j}\left(\bmod p^{e}\right)$. So if $p$ is an $n$-discriminator prime, there exist infinitely many $j$ such that $D(j, n) \geq p^{j+1}$. However, this contradicts Lemma 15.
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# A NOTE ON A GENERAL CLASS OF POLYNOMIALS, PART II 

Richard André-Jeannin<br>IUT GEA, Route de Romain, 54400 Longwy, France<br>(Submitted February 1994)

## 1. INTRODUCTION

In an earlier article [1] the author has discussed the properties of a set of polynomials $\left\{U_{n}(p, q ; x)\right\}$ defined by

$$
\begin{equation*}
U_{n}(p, q ; x)=(x+p) U_{n-1}(p, q ; x)-q U_{n-2}(p, q ; x), n \geq 2, \tag{1.1}
\end{equation*}
$$

with $U_{0}(p, q ; x)=0$ and $U_{1}(p, q ; x)=1$.
Here and in the sequel the parameters $p$ and $q$ are arbitrary real numbers, and we denote by $\alpha, \beta$ the numbers such that $\alpha+\beta=p$ and $\alpha \beta=q$.

The aim of the present paper is to investigate the companion sequence of polynomials $\left\{V_{n}(p, q ; x)\right\}$ defined by

$$
\begin{equation*}
V_{n}(p, q ; x)=(x+p) V_{n-1}(p, q ; x)-q V_{n-2}(p, q ; x), n \geq 2 \tag{1.2}
\end{equation*}
$$

with $V_{0}(p, q ; x)=2$ and $V_{1}(p, q ; x)=x+p$.
The first few terms of the sequence $\left\{V_{n}(p, q ; x)\right\}$ are

$$
\begin{aligned}
& V_{2}(p, q ; x)=\left(p^{2}-2 q\right)+2 p x+x^{2}, \\
& V_{3}(p, q ; x)=\left(p^{3}-3 p q\right)+\left(3 p^{2}-3 q\right) x+3 p x^{2}+x^{3}, \\
& V_{4}(p, q ; x)=\left(p^{4}-4 p^{2} q+2 q^{2}\right)+\left(4 p^{3}-8 p q\right) x+\left(6 p^{2}-4 q\right) x^{2}+4 p x^{3}+x^{4} .
\end{aligned}
$$

We see by induction that there exists a sequence $\left\{d_{n, k}(p, q)\right\}_{\substack{n \geq \geq 1 \\ k \geq 0}}$ of numbers such that

$$
\begin{equation*}
V_{n}(p, q ; x)=\sum_{k \geq 0} d_{n, k}(p, q) x^{k}, \underline{n \geq 1}, \tag{1.3}
\end{equation*}
$$

with $d_{n, k}(p, q)=0$ if $k \geq n+1$ and $d_{n, k}(p, q)=1$ if $k=n$. For the sake of convenience, we define the sequence $\left\{d_{0, k}(p, q)\right\}$ by

$$
\begin{equation*}
d_{0,0}(p, q)=1 \text { and } d_{0, k}(p, q)=0 \text { if } k \geq 1 . \tag{1.4}
\end{equation*}
$$

Notice that $V_{0}(p, q ; x)=2=2 d_{0,0}(p, q)$.
Special cases of $\left\{V_{n}(p, q ; x)\right\}$ which interest us are the Lucas polynomials $L_{n}(x)$ [2], the PellLucas polynomials $Q_{n}(x)$ [7], the second Fermat polynomial sequence $\theta_{n}(x)$ [8], and the Chebyschev polynomials of the first kind $T_{n}(x)$ given by

$$
\begin{align*}
V_{n}(0,-1 ; x) & =L_{n}(x), \\
V_{n}(0,-1 ; 2 x) & =Q_{n}(x),  \tag{1.5}\\
V_{n}(0,2 ; x) & =\theta_{n}(x), \\
V_{n}(0,1 ; 2 x) & =2 T_{n}(x) .
\end{align*}
$$

Another interesting case is the Morgan-Voyce recurrence ([1], [5], [9], [10]. and [11]) given by $p=2$ and $q=1$ ( or $\alpha=\beta=1$ ). In the sequel, we shall denote by $C_{n}(x)=V_{n}(2,1 ; x)$ this new kind of Morgan-Voyce polynomials, defined by

$$
\begin{equation*}
C_{0}(x)=2, C_{1}(x)=x+2, \text { and } C_{n}(x)=(x+2) C_{n-1}(x)-C_{n-2}(x), n \geq 2 \tag{1.6}
\end{equation*}
$$

Remark 1.1: One can notice that $C_{n}\left(x^{2}\right)=L_{2 n}(x)$. Actually, it is well known and readily proven that the sequence $\left\{L_{2 n}(x)\right\}$ satisfies the recurrence relation $L_{2 n}(x)=\left(x^{2}+2\right) L_{2 n-2}(x)-L_{2 n-4}(x)$, where $L_{0}(x)=2$ and $L_{2}(x)=x^{2}+2$. The result follows by this and (1.6).

It is clear that the sequence $\left\{V_{n}(p, q ; 0)\right\}$ is the generalized Lucas sequence defined by

$$
V_{n}(p, q ; 0)=p V_{n-1}(p, q ; 0)-q V_{n-2}(p, q ; 0), n \geq 2
$$

with $V_{0}(p, q ; 0)=2$ and $V_{1}(p, q ; 0)=p$. Therefore, $V_{n}(p, q ; 0)=\alpha^{n}+\beta^{n}$. By (1.3), notice that

$$
\begin{equation*}
d_{n, 0}(p, q)=V_{n}(p, q ; 0)=\alpha^{n}+\beta^{n}, \text { for } n \geq 1 \tag{1.8}
\end{equation*}
$$

More generally, our aim is to express the coefficient $d_{n, k}(p, q)$ as a polynomial in $(\alpha, \beta)$ and as a polynomial in $(p, q)$.

## 2. PRELIMINARIES

In this section we shall gather the results about polynomials $\left\{U_{n}(p, p ; x)\right\}(1.1)$ which will be needed in the sequel. The reader may wish to consult [1].

Define the sequence $\left\{c_{n, k}(p, q)\right\}_{\substack{n \geq 0 \\ k \geq 0}}$ by

$$
\begin{equation*}
U_{n+1}(p, q ; x)=\sum_{k \geq 0} c_{n, k}(p, q) x^{k} \tag{2.1}
\end{equation*}
$$

where $c_{n, k}(p, q)=0$, for $k>n$. It was shown in [1] that
For every $n \geq 2$ and $k \geq 1$,

$$
\begin{equation*}
c_{n, k}(p, q)=p c_{n-1, k}(p, q)-q c_{n-2, k}(p, q)+c_{n-1, k-1}(p, q) \tag{2.2}
\end{equation*}
$$

For every $n \geq 0$ and $k \geq 0$,

$$
\begin{equation*}
c_{n, k}(p, q)=\sum_{i+j=n-k}\binom{k+i}{k}\binom{k+j}{k} \alpha^{i} \beta^{j} \tag{2.3}
\end{equation*}
$$

If $p^{2}=4 q$, then $\alpha=\beta=p / 2$ and (2.3) becomes

$$
\begin{equation*}
c_{n, k}(p, q)=\binom{n+k+1}{2 k+1}(p / 2)^{n-k} \tag{2.4}
\end{equation*}
$$

If $p=0$, then $\alpha=-\beta=p, \alpha^{2}=-q$, and (2.3) becomes

$$
\begin{cases}c_{n, n-2 k}(0, q)=(-1)^{k}\binom{n-k}{k} q^{k}, & n-2 k \geq 0  \tag{2.5}\\ c_{n, n-2 k-1}(0, q)=0, & n-2 k-1 \geq 0\end{cases}
$$

For every $n \geq 0$ and $k \geq 0$,

$$
\begin{equation*}
c_{n, k}(p, q)=\sum_{r=0}^{[n-k)^{2]}}(-1)^{r}\binom{n-r}{r}\binom{n-2 r}{k} q^{r} p^{n-2 r-k} . \tag{2.6}
\end{equation*}
$$

The generating function of the sequence $\left\{U_{n}(p, q ; x)\right\}$ is given by

$$
\begin{equation*}
f(p, q ; x, t)=\sum_{n \geq 0} U_{n+1}(p, q ; x) t^{n}=\frac{1}{1-(x+p) t+q t^{2}} . \tag{2.7}
\end{equation*}
$$

The generating function $F_{k}(p, q ; t)$ of the $k^{\text {th }}$ column of coefficients $c_{n, k}(p, q)$ is given by

$$
\begin{equation*}
F_{k}(p, q ; t)=\sum_{n \geq 0} c_{n+k, k} t^{n}=\frac{1}{\left(1-p t+q t^{2}\right)^{k+1}} . \tag{2.8}
\end{equation*}
$$

For every $n \geq 0$, we have

$$
\begin{equation*}
U_{n+1}(p, q ; 0)=\sum_{r=0}^{[n / 2]}(-1)^{r}\binom{n-r}{r} q^{r} p^{n-2 r} . \tag{2.9}
\end{equation*}
$$

## 3. THE TRIANGLE OF COEFFICIENTS

One can display the sequence $\left\{d_{n, k}(p, q)\right\}_{\substack{n \geq 0 \\ k \geq 0}}(1.3)$ in a triangle, thus,

TABLE 3.1

|  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $n$ | 0 | 1 | 2 | 3 | 4 |
| 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | $p$ | 1 | 0 | 0 | 0 |
| 2 | $p^{2}-2 q$ | $2 p$ | 1 | 0 | 0 |
| 3 | $p^{3}-3 p q$ | $3 p^{2}-3 q$ | $3 p$ | 1 | 0 |
| 4 | $p^{4}-4 p^{2} q+2 q^{2}$ | $4 p^{3}-8 p q$ | $6 p^{2}-4 q$ | $4 p$ | 1 |

For instance, the triangle of coefficients of the sequence $\left\{C_{n}(x)\right\}$ (1.6) is

## TABLE 3.2

| < $k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 2 | 1 | 0 | 0 | 0 | 0 | 0 |
| 2 | 2 | 4 | 1 | 0 | 0 | 0 | 0 |
| 3 | 2 | 9 | 6 | 1 | 0 | 0 | 0 |
| 4 | 2 | 16 | 20 | 8 | 1 | 0 | 0 |
| 5 | 2 | 25 | 50 | 35 | 10 | 1 | 0 |
| 6 | 2 | 36 | 105 | 112 | 54 | 12 |  |

Theorem 3.1: For every $n \geq 0$ and $k \geq 0$ we have

$$
d_{n, k+1}(p, q)=\frac{1}{k+1} \frac{\partial d_{n, k}}{\partial p} .
$$

Proof: One can suppose that $n \geq 1$ and it is clear by (1.2) that $V_{n}(p, q ; x)=V_{n}(0, q ; x+p)$. From this, we see that $V_{n}^{(k)}(p, q ; x)=V_{n}^{(k)}(0, q ; x+p)$, where the superscript in parentheses denotes the $k^{\text {th }}$ derivative with respect to $x$. Thus, by Taylor's formula and (1.3),

$$
\begin{equation*}
d_{n, k}(p, q)=\frac{V_{n}^{(k)}(p, q ; 0)}{k!}=\frac{V_{n}^{(k)}(0, q ; p)}{k!} . \tag{3.1}
\end{equation*}
$$

Notice that these equalities are valid for every value of $p$. Now let us differentiate the first and the last member of (3.1) with respect to $p$ ( $q$ being fixed) to get

$$
\frac{\partial d_{n, k}}{\partial p}=\frac{V_{n}^{(k+1)}(0, q ; p)}{k!}=(k+1) d_{n, k+1}(p, q) .
$$

The result can be checked against Table 3.1.
Remark 3.1: One can get the same result for the coefficient $c_{n, k}(p, q)$ (2.1), namely,

$$
\frac{\partial c_{n, k}}{\partial p}=(k+1) c_{n, k+1}(p, q) .
$$

Comparing the coefficients of $x^{k}$ in the two members of (1.3), we see by (1.2) that, for $n \geq 2$ and $k \geq 1$,

$$
\begin{equation*}
d_{n, k}(p, q)=d_{n-1, k-1}(p, q)+p d_{n-1, k}(p, q)-q d_{n-2, k}(p, q), \tag{3.2}
\end{equation*}
$$

which is a relation similar to (2.2). From this, one can obtain another recurrence relation.
Theorem 3.2: For every $n \geq 1$ and $k \geq 1$, we have

$$
\begin{align*}
d_{n, k}(p, q) & =\beta d_{n-1, k}(p, q)+\sum_{i=0}^{n-1} \alpha^{n-i-1} d_{i, k-1}(p, q)  \tag{3.3}\\
& =\alpha d_{n-1, k}(p, q)+\sum_{i=0}^{n-1} \beta^{n-1-i} d_{i, k-1}(p, q) .
\end{align*}
$$

Proof: In fact, (3.3) is clear by direct computation for $n \leq 2$ [recall that $d_{0,0}(p, q)=1$ and that $\alpha+\beta=p$ ]. Using (3.2), we see that the end of the proof is analogous to the proof of Theorem 1 in [1].

For instance, in the case of the Morgan-Voyce polynomial $C_{n}(x)$ (1.6) we have $\alpha=\beta=1$, and (3.2) becomes (see Table 3.2)

$$
d_{n, k}(2,1)=d_{n-1, k}(2,1)+\sum_{i=0}^{n-1} d_{i, k+1}(2,1),
$$

which is the recursive definition of the DFF and DFFz triangles (see [3], [4], [5]) known to be the triangle of coefficients of the usual Morgan-Voyce polynomials.

## 4. DETERMINATION OF $\boldsymbol{d}_{n, k}(p, q)$ AS A POLYNOMIAL IN $(\alpha, \beta)$

The determination of $d_{n, k}(p, q)$ will proceed easily from the following lemmas. The first of these is a well-known result on second-order recurring sequences that can be proven by induction using (1.1) and (1.2).

Lemma 4.1: For every $n \geq 1$, we have

$$
\begin{equation*}
V_{n}(p, q ; x)=U_{n+1}(p, q ; x)-q U_{n-1}(p, q ; x) . \tag{4.1}
\end{equation*}
$$

Lemma 4.2: For every $n \geq 0$, we have

$$
\begin{equation*}
V_{n}^{\prime}(p, q ; x)=n U_{n}(p, q ; x), \tag{4.2}
\end{equation*}
$$

where the prime represents the first derivative w.r.t. $x$.
Proof: By (1.1) and (1.2), the result is clear if $n=0$ or $n=1$. Assuming the result is true for $n \geq 1$, we obtain by (1.2),

$$
\begin{aligned}
V_{n+1}^{\prime}(p, q ; x) & =(x+p) V_{n}^{\prime}(p, q ; x)-q V_{n-1}^{\prime}(p, q ; x)+V_{n}(p, q ; x) \\
& =n\left[(x+p) U_{n}(p, q ; x)-q U_{n-1}(p, q ; x)\right]+V_{n}(p, q ; x)+q U_{n-1}(p, q ; x) \\
& =n U_{n+1}(p, q ; x)+U_{n+1}(p, q ; x) \quad \text { by (1.1) and (4.1), } \\
& =(n+1) U_{n+1}(p, q ; x) .
\end{aligned}
$$

This concludes the proof of Lemma 4.2.
Lemma 4.3: For every $n \geq 1$ and $k \geq 1$, we have

$$
\begin{equation*}
d_{n, k}(p, q)=\frac{n}{k} c_{n-1, k-1}(p, q) . \tag{4.3}
\end{equation*}
$$

Proof: Comparing the coefficients of $x^{k-1}$ in the two members of (4.2) we see by (1.3) and (2.1) that

$$
k d_{n, k}(p, q)=n c_{n-1, k-1}(p, q), n \geq 1, k \geq 1 .
$$

Lemma 4.3 and (2.3) yield
Theorem 4.1: For every $n \geq 1$ and $k \geq 1$, we have

$$
\begin{equation*}
d_{n, k}(p, q)=\frac{n}{k} \sum_{i+j=n-k}\binom{k+i-1}{k-1}\binom{k+j-1}{k-1} \alpha^{i} \beta^{j} . \tag{4.4}
\end{equation*}
$$

Remark 4.1: Recall from (1.8) that $d_{n, 0}(p, q)=\alpha^{n}+\beta^{n}($ for $n>0)$, an expression which can be compared with (4.4).

Let us examine two particular cases.
(i) Firstly, supposing that $p^{2}=4 q$ (or $\alpha=\beta=p / 2$ ), then by (2.4) we see that equation (4.3) becomes

$$
\begin{align*}
d_{n, k}(p, q) & =\frac{n}{k}\binom{n+k-1}{2 k-1}(p / 2)^{n-k}, n \geq 1, k \geq 1, \\
& =\frac{2 n}{n+k}\binom{n+k}{2 k}(p / 2)^{n-k} . \tag{4.5}
\end{align*}
$$

Notice that this last expression is again valid if $k=0$, since $d_{n, 0}(p, q)=\alpha^{n}+\beta^{n}=2(p / 2)^{n}$. We also see that $d_{n, 1}(p, q)=n^{2}(p / 2)^{n-1}$ (see Table 3.2, where $p=2$ ). For instance, the decomposition of the polynomial $C_{n}(x)$ (1.6) is given by

$$
\begin{aligned}
C_{n}(x) & =2+\sum_{k=1}^{n} \frac{n}{k}\binom{n+k-1}{2 k-1} x^{k}, \text { for } n \geq 1, \\
& =2 \sum_{k=0}^{n} \frac{n}{n+k}\binom{n+k}{2 k} x^{k} .
\end{aligned}
$$

(ii) Secondly, supposing that $p=0$, we have $\alpha=-\beta, q=-\alpha^{2}$, and by (2.5) we see that equation (4.3) becomes, for $n \geq 1$,

$$
\begin{align*}
d_{n, n-2 k}(0, q) & =\frac{n}{n-2 k}(-1)^{k}\binom{n-1-k}{k} q^{k} \\
& =\frac{n}{n-k}(-1)^{k}\binom{n-k}{k} q^{k}, \text { for } n-2 k \geq 1 . \tag{4.6}
\end{align*}
$$

Notice that the last member is again defined for $n-2 k=0(k \geq 1)$ with value $2(-1)^{k} q^{k}$. Now, by Remark 4.1, we get that

$$
d_{2 k, 0}(0, q)=\alpha^{2 k}+\beta^{2 k}=2(-1)^{k} q^{k}, \text { for } k \geq 1
$$

We deduce from these remarks that (4.6) is again true if $n=2 k(k \geq 1)$. On the other hand, we see by (2.5) that equation (4.3) becomes

$$
\begin{equation*}
d_{n, n-2 k-1}(0, q)=0, \text { for } n-2 k-1 \geq 1 . \tag{4.7}
\end{equation*}
$$

Now by Remark 4.1 we have

$$
d_{2 k+1,0}(0, q)=\alpha^{2 k+1}+\beta^{2 k+1}=0, \text { for } k \geq 0
$$

We deduce from these remarks that (4.7) is again true if $n-2 k-1=0(k \geq 0)$. Now, by (1.3),

$$
\begin{aligned}
V_{n}(0, q ; x) & =\sum_{k=0}^{n} d_{n, k}(0, q) x^{k}=\sum_{k=0}^{n} d_{n, n-k}(0, q) x^{n-k} \\
& =\sum_{k=0}^{[n / 2]} d_{n, n-2 k}(0, q) x^{n-2 k} .
\end{aligned}
$$

Thus, by (4.6) and (4.7) we get

$$
\begin{equation*}
V_{n}(0, q ; x)=\sum_{k=0}^{[n / 2]}(-1)^{k} \frac{n}{n-k}\binom{n-k}{k} q^{k} x^{n-2 k}, \text { for } n \geq 1 \tag{4.8}
\end{equation*}
$$

If $p=0$ and $q=-1$, we obtain the known decomposition of Lucas polynomials $L_{n}(x)$ and of PellLucas polynomials $Q_{n}(x)=L_{n}(2 x)$ (see [7]), namely,

$$
L_{n}(x)=\sum_{k=0}^{[n / 2]} \frac{n}{n-k}\binom{n-k}{k} x^{n-2 k}, \text { for } n \geq 1 .
$$

The reader can also obtain similar formulas for the Chebyschev polynomials of the first kind ( $p=0, q=1$ ), and for the second Fermat polynomial sequence ( $p=0, q=2$ ).

## 5. DETERMINATION OF $d_{n, k}(p, q)$ AS A POLYNOMIAL IN $(p, q)$

Theorem 5.1: For every $n \geq 1$ and $k \geq 0$, we have

$$
\begin{equation*}
d_{n, k}(p, q)=\sum_{r=0}^{[(n-k) / 2]}(-1)^{r} \frac{n}{n-r}\binom{n-r}{r}\binom{n-2 r}{k} q^{r} p^{n-2 r-k} . \tag{5.1}
\end{equation*}
$$

Proof: By (3.1) we know that

$$
d_{n, k}(p, q)=\frac{V_{n}^{(k)}(0, q ; p)}{k!},
$$

and by (4.8) one can express the right member as

$$
\begin{aligned}
& \sum_{r=0}^{[n / 2]}(-1)^{r} \frac{n}{n-r}\binom{n-r}{r} q^{r} \frac{(n-2 r) \cdots(n-2 r-k+1)}{k!} p^{n-2 r-k} \\
& =\sum_{r=0}^{[(n-k) / 2]}(-1)^{r} \frac{n}{n-r}\binom{n-r}{r}\binom{n-2 r}{k} q^{r} p^{n-2 r-k} .
\end{aligned}
$$

This completes the proof of Theorem 5.1.
Remark 5.1: If $k=0$, we get by (1.8) the known Waring formula, namely,

$$
\alpha^{n}+\beta^{n}=\sum_{r=0}^{[n / 2]}(-1)^{r} \frac{n}{n-r}\binom{n-r}{r}(\alpha \beta)^{r}(\alpha+\beta)^{n-2 r}, \text { for } n \geq 1
$$

## 6. GENERATING FUNCTIONS

Define the generating function of the sequence $\left\{V_{n}(p, q ; x)\right\}$ by

$$
\begin{equation*}
g(p, q ; x, t)=V_{0}(p, q ; x) / 2+\sum_{n \geq 1} V_{n}(p, q ; x) t^{n} . \tag{6.1}
\end{equation*}
$$

For brevity, we put $g(p, q ; x, t)=g(x, t)$ and $V_{n}(p, q ; x)=V_{n}(x)$. By (6.1) and (1.2) we get, since $V_{0}(x)=2$ and $V_{1}(x)=x+p$,

$$
\begin{aligned}
g(x, t) & =1+(x+p) t+(x+p) t \sum_{n \geq 2} V_{n-1}(x) t^{n-1}-q t^{2} \sum_{n \geq 2} V_{n-2}(x) t^{n-2} \\
& =1+(x+p) t+(x+p) t[g(x, t)-1]-q t^{2}[g(x, t)+1],
\end{aligned}
$$

and from this we deduce easily that

$$
\begin{equation*}
g(x, t)=\frac{1-q t^{2}}{1-(x+p) t+q t^{2}} . \tag{6.2}
\end{equation*}
$$

Let us define now the generating function of the $k^{\text {th }}$ column of the triangle $d_{n, k}(p, q)$ in Table 3.1 by

$$
\begin{equation*}
G_{k}(p, q ; t)=\sum_{n \geq 0} d_{n+k, k}(p, q) t^{n}, k \geq 0 . \tag{6.3}
\end{equation*}
$$

From (6.2), one can obtain a closed expression for the function $G_{k}$, namely,
Theorem 6.1: For every $k \geq 0$, we have

$$
\begin{equation*}
G_{k}(p, q ; t)=\frac{1-q t^{2}}{\left(1-p t+q t^{2}\right)^{k+1}} . \tag{6.4}
\end{equation*}
$$

Proof: For brevity, we omit parameters $p$ and $q$ in expressions for $g(p, q ; x, t), V_{n}(p, q ; x)$, $d_{n, k}(p, q)$, and $G_{k}(p, q ; t)$. If $k=0$, we have by (6.3), (1.3), and (1.4)

$$
\begin{aligned}
G_{0}(t) & =\sum_{n \geq 0} d_{n, 0} t^{n}=1+\sum_{n \geq 1} V_{n}(0) t^{n} \\
& =g(0, t)=\frac{1-q t^{2}}{1-p t+q t^{2}}, \text { by }(6.2) .
\end{aligned}
$$

Assuming now that $k \geq 1$, (6.1) and (6.2) yield

$$
\frac{k!t^{k}\left(1-q t^{2}\right)}{\left(1-(x+p) t+q t^{2}\right)^{k+1}}=\frac{\partial^{k}}{\partial x^{k}} g(x, t)=\sum_{n \geq 1} V_{n}^{(k)}(x) t^{n}=\sum_{n \geq 0} V_{n+k}^{(k)}(x) t^{n+k},
$$

since $V_{n}(x)$ is a polynomial of degree $n$.
Put $x=0$ in the last formula and recall that $d_{n+k, k}=\frac{V_{n k}^{(k)}(0)}{k!}$ by (1.3) and Taylor's formula, to obtain

$$
\frac{1-q t^{2}}{\left(1-p t+q t^{2}\right)^{k+1}}=\sum_{n \geq 0} d_{n+k, k} t^{n}=G_{k}(t) .
$$

Hence, the theorem.
Formulas (6.2) and (6.4) can be compared with (2.7) and (2.8).

## 7. RISING DIAGONAL FUNCTIONS

Define the rising diagonal functions $\Pi_{n}(p, q ; x)$ of the sequence $\left\{d_{n, k}(p, q)\right\}$ by

$$
\begin{equation*}
\Pi_{n}(p, q ; x)=\sum_{k=0}^{n} d_{n-k, k}(p, q) x^{k}=\sum_{k=0}^{[n / 2]} d_{n-k, k}(p, q) x^{k}, n \geq 1 . \tag{7.1}
\end{equation*}
$$

From Table 3.1, notice that

$$
\begin{equation*}
\Pi_{1}(x)=p, \Pi_{2}(x)=\left(p^{2}-2 q\right)+x, \text { and } \Pi_{3}(x)=\left(p^{3}-3 p q\right)+2 p x, \tag{7.2}
\end{equation*}
$$

where, for brevity, we put $\Pi_{n}(x)$ for $\Pi_{n}(p, q ; x)$.
Theorem 7.1: For every $n \geq 3$, we have

$$
\begin{equation*}
\Pi_{n}(x)=p \Pi_{n-1}(x)+(x-q) \Pi_{n-2}(x) . \tag{7.3}
\end{equation*}
$$

Proof: By (7.2), the statement holds for $n=3$. Supposing the result is true for $n \geq 3$, we get by (7.1),

$$
\Pi_{n+1}(x)=d_{n+1,0}+\sum_{k=1}^{[(n+1) / 2]} d_{n+1-k, k} x^{k}
$$

Recall from (1.2) and (1.8) that $d_{n+1,0}=V_{n+1}(0)=p d_{n, 0}-q d_{n-1,0}$ and notice that $n+1-k \geq n+1-$ $[(n+1) / 2] \geq 2$, since $n \geq 3$. By these remarks and (3.2), one can see that

$$
\begin{aligned}
\Pi_{n+1}(x) & =p d_{n, 0}-q d_{n-1,0}+\sum_{k=1}^{[(n+1) / 2]}\left(d_{n-k, k-1}+p d_{n-k, k}-q d_{n-1-k, k}\right) x^{k} \\
& =p \sum_{k=0}^{[(n+1) / 2]} d_{n-k, k} x^{k}-q \sum_{k=0}^{[(n+1) / 2]} d_{n-1-k, k} x^{k}+x \sum_{k=0}^{[(n+1) / 2]-1} d_{n-1-k, k} x^{k} \\
& =p \Pi_{n}(x)+(x-q) \Pi_{n-1}(x)
\end{aligned}
$$

since $[(n+1) / 2]-1=[(n-1) / 2]$. Hence, the theorem.
Corollary 7.1: For every $n \geq 1$, we have

$$
\begin{equation*}
\Pi_{n}(p, q ; x)=U_{n+1}(p, q-x ; 0)-q U_{n-1}(p, q-x ; 0) \tag{7.4}
\end{equation*}
$$

Proof: By (1.1) the sequence $\left\{U_{n}(p, q-x ; 0)\right\}$ satisfies the recurrence (7.3) with

$$
U_{0}(p, q-x ; 0)=0, U_{1}(p, q-x ; 0)=1, U_{2}(p, q-x ; 0)=p, U_{3}(p, q-x ; 0)=\left(p^{2}-q\right)+x
$$

From this and (7.2), it is readily verified that (7.4) holds for $n=1$ and $n=2$, and the conclusion follows since the two members of (7.4) satisfy recurrence (7.3).

Corollary 7.2: For every $n \geq 1$, we have

$$
\Pi_{n}(x)=\binom{n-[n / 2]}{[n / 2]} p^{n-2[n / 2]}(x-q)^{[n / 2]}+\sum_{r=0}^{[(n-2) / 2]} p^{n-2-2 r}(x-q)^{r}\left[\binom{n-r}{r} p^{2}-\binom{n-2-r}{r} q\right] .
$$

Proof: From (2.9), we get that

$$
U_{n+1}(p, q-x ; 0)=\sum_{r=0}^{[n / 2]}\binom{n-r}{r}(x-q)^{r} p^{n-2 r}
$$

and the result follows by this and Corollary 7.1.
Let us examine two particular cases.
(i) If $x=q$, then by (7.1)

$$
\Pi_{n}(p, q ; q)=\sum_{k=0}^{[n / 2]} d_{n-k, k}(p, q) q^{k}=p^{n-2}\left(p^{2}-q\right), \text { for } n \geq 2
$$

For instance, if $p=2$ and $q=1$ [Morgan-Voyce polynomial $C_{n}(x)(1.6)$ ], we get

$$
\sum_{k=0}^{[n / 2]} d_{n-k, k}(2,1)=3 \cdot 2^{n-2}, n \geq 2
$$

(ii) If $p=0$, then

$$
\Pi_{2 m}(0, q ; x)=\sum_{k=0}^{m} d_{2 m-k, k}(0, q) x^{k}=(x-q)^{m-1}(x-2 q), \text { for } m \geq 1
$$

For instance, if $p=0$ and $q=1$ (Chebyschev polynomials of the first kind), or if $p=0$ and $q=2$ (second Fermat polynomials), this identity, with slightly different notations, was noticed by Horadam [8].

## 8. ORTHOGONALITY OF THE SEQUENCE $\left\{\boldsymbol{V}_{\boldsymbol{n}}(\boldsymbol{p}, \boldsymbol{q} ; \boldsymbol{x})\right\}$

In this section we shall suppose that $q>0$. Consider the sequence $\left\{W_{n}(p, q ; x)\right\}$ defined by

$$
\begin{equation*}
W_{n}(p, q ; x)=2 q^{n / 2} T_{n}\left(\frac{x+p}{2 \sqrt{q}}\right), \tag{8.1}
\end{equation*}
$$

where $T_{n}(x)$ is the $n^{\text {th }}$ Chebyschev polynomial of the first kind. Notice that

$$
\left\{\begin{array}{l}
W_{0}(p, q ; x)=2  \tag{8.2}\\
W_{1}(p, q ; x)=x+p
\end{array}\right.
$$

The recurrence relation of Chebyschev polynomials yields, for $n \geq 2$,

$$
\begin{align*}
W_{n}(p, q ; x) & =2 q^{n / 2}\left[\left(\frac{x+p}{\sqrt{q}}\right) T_{n-1}\left(\frac{x+p}{2 \sqrt{q}}\right)-T_{n-2}\left(\frac{x+p}{2 \sqrt{q}}\right)\right] \\
& =(x+p)\left[2 q^{(n-1) / 2} T_{n-1}\left(\frac{x+p}{2 \sqrt{q}}\right)\right]-q\left[2 q^{(n-2) / 2} T_{n-2}\left(\frac{x+p}{2 \sqrt{q}}\right)\right]  \tag{8.3}\\
& =(x+p) W_{n-1}(p, q ; x)-q W_{n-2}(p, q ; x) .
\end{align*}
$$

From (8.2) and (8.3), we get that

$$
\begin{equation*}
W_{n}(p, q ; x)=V_{n}(p, q ; x), \text { for } n \geq 0 . \tag{8.4}
\end{equation*}
$$

Recalling that the sequence $\left\{T_{n}(x)\right\}$ is orthogonal over $[-1,+1]$ with respect to the weight $\left(1-x^{2}\right)^{-1 / 2}$, we deduce from this that the sequence $\left\{V_{n}(p, q ; x)\right\}$ is orthogonal over $[-p-2 \sqrt{q}$, $-p+2 \sqrt{q}]$ with respect to the weight $w(x)=\left(-x^{2}-2 p x-\Delta\right)^{-1 / 2}$, where $\Delta=p^{2}-4 q$. The proof is similar to that in [1], Section 7.
-If $\omega=\cos t(0 \leq t \leq \pi)$, it is well known that $T_{n}(\omega)=\cos n t$. Thus, by (8.1) and (8.4) we have

$$
V_{n}(p, q ;-p+2 \omega \sqrt{q})=2 q^{n / 2} T_{n}(\omega)=2 q^{n / 2} \cos n t .
$$

Hence, we see that the roots of $V_{n}(p, q ; x)$ are given by

$$
x_{k}=-p+2 \sqrt{q} \cos \left(\frac{(2 k+1) \pi}{2 n}\right), n \geq 1 ; k=0, \ldots,(n-1) .
$$

For instance, the roots of the Morgan-Voyce polynomial $C_{n}(x)$ (1.6) are

$$
x_{k}=-2+2 \cos \left(\frac{(2 k+1) \pi}{2 n}\right)=-4 \sin ^{2}\left(\frac{(2 k+1) \pi}{4 n}\right), k=0, \ldots,(n-1) .
$$

By Remark 1.1 we know that $C_{n}\left(x^{2}\right)=L_{2 n}(x)$. Thus, the roots of $L_{2 n}(x)$ are given by (see [6])

$$
x_{k}^{\prime}= \pm 2 i \sin \left(\frac{(2 k+1) \pi}{4 n}\right), k=0, \ldots,(n-1)
$$

where $i=\sqrt{-1}$. On the other hand, the roots of the second Fermat polynomial $\theta_{n}(x)=V_{n}(0,2 ; x)$ are

$$
x_{k}=2 \sqrt{2} \cos \left(\frac{(2 k+1) \pi}{2 n}\right), k=0, \ldots,(n-1) .
$$

## 9. CONCLUDING REMARK

In a future paper we shall investigate the differential properties of the sequences $\left\{U_{n}(p, q ; x)\right\}$ and $\left\{V_{n}(p, q ; x)\right\}$.
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## INTRODUCTION

Let us call a sequence $\left\{T_{n}\right\}(n \geq 0)$ an " $m^{\text {th }}$-order sequence" if $\left\{T_{n}\right\}(n \geq 0)$ satisfies an $m^{\text {th }}-$ order linear recurrence relation with constant integer coefficients. (We allow constant terms to appear in our recurrence relations.) From now on we shall generally write simply $\left\{T_{n}\right\}$ rather than $\left\{T_{n}\right\}(n \geq 0)$. It is well known ([2], [3]) that if $\left\{T_{n}\right\}$ is a second-order sequence then the sequence of squares $\left\{T_{n}^{2}\right\}$ is a third-order sequence. (It is also easy to show this directly.) It would be of interest to be able to describe all second-order sequences $\left\{T_{n}\right\}$ such that $\left\{T_{n}^{2}\right\}$ is a second-order sequence.

In this note we do this for certain homogeneous sequences $\left\{T_{n}\right\}$. That is, we assume that $\left\{T_{n}\right\}$ satisfies a recurrence of the form $T_{0}=a, T_{1}=b, T_{n+1}=c T_{n}-d T_{n-1}, n \geq 1$, where $a, b, c \neq 0$, $d \neq 0$ are integers, $a b \neq 0$, and $x^{2}-c x+d=0$ has distinct roots. It then turns out that $\left\{T_{n}^{2}\right\}$ satisfies a second-order linear recurrence (which we describe in Theorem 6) if and only if $d=1$.

As an illustration of this, consider the sequence $1,2,7,26,97,362, \ldots$ which satisfies the second-order recurrence $B_{0}=1, B_{1}=2, B_{n+1}=4 B_{n}-B_{n-1}, n \geq 1$. The sequence of squares $1^{2}, 2^{2}$, $7^{2}, 26^{2}, 97^{2}, 362^{2}, \ldots$ satisfies the second-order recurrence $S_{0}=1, S_{1}=4, S_{n+2}=14 S_{n+1}-S_{n}-6$.

We also consider second-order sequences $\left\{T_{n}\right\}$ such that a slight perturbation of the sequence of squares $\left\{T_{n}^{2}\right\}$ is a second-order sequence. For example, the sequence $1,1,3,7,17,41,99, \ldots$ satisfies the second-order recurrence $B_{0}=B_{1}=1, B_{n+2}=2 B_{n+1}+B_{n}$, and the "perturbed" sequence of squares $1^{2}, 1^{2}+1,3^{2}, 7^{2}+1,17^{2}, 41^{2}+1,99^{2}, \ldots$ satisfies the second-order recurrence $S_{0}=1$, $S_{1}=2, S_{n+2}=6 S_{n+1}-S_{n}-2$.

We begin with some special cases using elementary techniques. Then, in the last section, we handle the general case using an old result of E . S. Selmer [3] which states: if $T_{n+1}=A T_{n}+B T_{n-1}$, $n \geq 1$, and $x^{2}-A x-B=(x-\alpha)(x-\beta), \alpha \neq \beta$, then $T_{n+1}^{2}=C T_{n}^{2}+D T_{n-1}^{2}+E T_{n-2}^{2}, n \geq 2$, where $x^{3}-C x^{2}-D x-E=\left(x-\alpha^{2}\right)\left(x-\beta^{2}\right)(x-\alpha \beta)$.

## MAIN RESULTS

We begin with some special cases for which we will use the following Lemma.
Lemma: Let $p \geq 4$ be any integer, let $\delta=\sqrt{\frac{p}{4}}+\sqrt{\frac{p}{4}-1}$, and let $S_{n}=\left(\delta^{n}+\frac{1}{\delta^{n}}\right)^{2}, n \geq 0$. Then these numbers $S_{n}$ satisfy the following identities.
(a) For all $0 \leq m \leq n,\left(S_{n}-2\right)\left(S_{m}-2\right)=S_{n+m}+S_{n-m}-4$.
[In particular, $\left(S_{n}-2\right)^{2}=S_{2 n}$, so that $S_{2 n}$ is always a perfect square.]
(b) For all $0 \leq m \leq n, m \equiv n(\bmod 2), S_{n} S_{m}=\left(S_{(n+m) / 2}+S_{(n-m) / 2}-4\right)^{2}$.
[In particular, $S_{n+k} S_{n-k}=\left(S_{n}+S_{k}-4\right)^{2}$ and $p S_{2 n+1}=S_{1} S_{2 n+1}=\left(S_{n}+S_{n+1}-4\right)^{2}$, so that $S_{2 n+1}$ is always a perfect square provided $p$ is a perfect square.]
(c) For all $0 \leq m \leq n, m \equiv n(\bmod 2),\left(S_{n}-4\right)\left(S_{m}-4\right)=\left(S_{(n+m) / 2}-S_{(n-m) / 2}\right)^{2}$.
[In particular, $(p-4)\left(S_{2 n+2}-4\right)=\left(S_{1}-4\right)\left(S_{2 n+1}-4\right)=\left(S_{n+1}-S_{n}\right)^{2}$, so that $S_{2 n+1}-4$ is always a perfect square provided $p-4$ is a perfect square.]
(d) $S_{n+2}=(p-2) S_{n+1}-S_{n}-2(p-4), n \geq 0$.

Proof: We prove part (d) in detail. The proofs of parts (a), (b), and (c) are very similar, and are omitted.

Note that $\frac{1}{\delta}=\sqrt{\frac{p}{4}}-\sqrt{\frac{p}{4}-1}$, so that $\left(\delta+\frac{1}{\delta}\right)^{2}=p$. Then

$$
\begin{aligned}
p S_{n+1}=\left(\delta+\frac{1}{\delta}\right)^{2} S_{n+1} & =\left[\left(\delta+\frac{1}{d}\right)\left(\delta^{n+1}+\frac{1}{\delta^{n+1}}\right)\right]^{2}=\left[\left(\delta^{n+2}+\frac{1}{\delta^{n+2}}\right)+\left(\delta^{n}+\frac{1}{\delta^{n}}\right)\right]^{2} \\
& =S_{n+2}+S_{n}+2\left[\delta^{2 n+2}+\frac{1}{\delta^{2 n+2}}+\delta^{2}+\frac{1}{\delta^{2}}\right] \\
& =S_{n+2}+S_{n}+2\left[\left(\delta^{n+1}+\frac{1}{\delta^{n+1}}\right)^{2}-2+\left(\delta+\frac{1}{\delta}\right)^{2}-2\right] \\
& =S_{n+2}+S_{n}+2 S_{n+1}+2(p-4),
\end{aligned}
$$

that is, $S_{n+2}=(p-2) S_{n+1}-S_{n}-2(p-4), n \geq 0$.
Theorem 1: Let $d \geq 3$ be an integer. Define the sequence $\left\{B_{n}\right\}(n \geq 0)$ by $B_{0}=2, B_{1}=d, B_{n+2}=$ $d B_{n+1}-B_{n}, n \geq 0$. Then the sequence of squares $\left\{B_{n}^{2}\right\}(n \geq 0)$ satisfies the second-order recurrence

$$
B_{n+2}^{2}=\left(d^{2}-2\right) B_{n+1}^{2}-B_{n}^{2}-2\left(d^{2}-4\right), n \geq 0 .
$$

Proof: Solving the recurrence $B_{0}=2, B_{1}=d, B_{n+2}=d B_{n+1}-B_{n}$ in the usual way gives

$$
B_{n}=\delta^{n}+\frac{1}{\delta^{n}}, n \geq 0, \text { where } \delta=\sqrt{\frac{d^{2}}{4}}+\sqrt{\frac{d^{2}}{4}-1}, \frac{1}{\delta}=\sqrt{\frac{d^{2}}{4}}-\sqrt{\frac{d^{2}}{4}-1} .
$$

Let us now simplify the notation by setting $S_{n}=B_{n}^{2}, n \geq 0$. Then $S_{n}=\left(\delta^{n}+\frac{1}{\delta^{n}}\right)^{2}, n \geq 0$, and by part (d) of the Lemma (with $\left.p=d^{2}\right), S_{n+2}=\left(d^{2}-2\right) S_{n+1}-S_{n}-2\left(d^{2}-4\right), n \geq 0$.

Now we give a second-order sequence whose squares, when slightly perturbed, form a second-order sequence.

Theorem 2: Let $d \geq 1$ be an integer. Define the sequence $\left\{C_{n}\right\}(n \geq 0)$ by $C_{0}=2, C_{1}=d, C_{n+2}=$ $d C_{n+1}+C_{n}, n \geq 0$. Let $S_{2 n}=C_{2 n}^{2}, S_{2 n+1}=C_{2 n+1}^{2}+4, n \geq 0$. Then

$$
S_{n+2}=\left(d^{2}+2\right) S_{n+1}-S_{n}-2 d^{2}, n \geq 0
$$

Proof: Solving the recurrence $C_{0}=2, C_{1}=d, C_{n+2}=d C_{n+1}+C_{n}(n \geq 0)$ in the usual way gives

$$
C_{n}=\delta^{n}+\left(\frac{-1}{n}\right)^{n}, \text { where } \delta=\sqrt{\frac{d^{2}}{4}+1}+\sqrt{\frac{d^{2}}{4}}, \frac{1}{\delta}=\sqrt{\frac{d^{2}}{4}+1}-\sqrt{\frac{d^{2}}{4}} .
$$

Then $S_{2 n}=C_{2 n}^{2}=\left(\delta^{2 n}+\frac{1}{\delta^{2 n}}\right)^{2}, S_{2 n+1}=C_{2 n+1}^{2}+4=\left(\delta^{2 n+1}+\frac{1}{\delta^{2 n+1}}\right)^{2}, n \geq 0$.
Since $\left(\delta+\frac{1}{\delta}\right)^{2}=d^{2}+4$, we obtain

$$
\left(d^{2}+4\right) S_{n+1}=\left[\left(\delta+\frac{1}{\delta}\right)\left(\delta^{n+1}+\frac{1}{\delta^{n+1}}\right)\right]^{2},
$$

and the calculations used in the proof of part (d) of the Lemma now give

$$
S_{n+2}=\left(d^{2}+2\right) S_{n+1}-S_{n}-2 d^{2}, n \geq 0 .
$$

Corollary 1: Let $S_{2 n}=L_{2 n}^{2}, S_{2 n+1}=L_{2 n+1}^{2}+4, n \geq 0$, where $\left\{L_{n}\right\}$ is the Lucas sequence. Then $S_{n+2}=3 S_{n+1}-S_{n}-2$.

Proof: This is the case $d=1$ of Theorem 2.
Corollary 2: Let $T_{2 n}=F_{2 n}^{2}+\frac{4}{5}, T_{2 n+1}=F_{2 n+1}^{2}, n \geq 0$, where $\left\{F_{n}\right\}$ is the Fibonacci sequence. Then $T_{n+2}=3 T_{n+1}-T_{n}-2, n \geq 0$.

Proof: This follows from Corollary 1 and the identity $5 F_{n}^{2}=L_{n}^{2}-4(-1)^{n}$ (see [1], p. 56).
If we now write $\delta=\sqrt{s}-\sqrt{s-1}, S_{n}=\frac{1}{4}\left(\delta^{n}+\frac{1}{\delta^{n}}\right)^{2}, n \geq 0$, we obtain, just as in the Lemma, $S_{0}=1, S_{1}=s, S_{n+2}=4(s-2) S_{n+1}-S_{n}-2(s-1), n \geq 0$.

The following two results can now be proved in essentially the same way as Theorems 1 and 2.

Theorem 3: Let $d \geq 2$ be an integer. Define the sequence $\left\{B_{n}\right\}(n \geq 0)$ by $B_{0}=1, B_{1}=d, B_{n+2}=$ $2 d B_{n+1}-B_{n}, n \geq 0$. Then the sequence of squares $\left\{B_{n}^{2}\right\}(n \geq 0)$ satisfies the second-order recurrence $B_{n+2}^{2}=\left(4 d^{2}-2\right) B_{n+1}^{2}-B_{n}^{2}-2\left(d^{2}-1\right), n \geq 0$.

Theorem 4: Let $d \geq 1$ be an integer. Define the sequence $\left\{C_{n}\right\}(n \geq 0)$ by $C_{0}=1, C_{1}=d, C_{n+2}=$ $2 d C_{n+1}+C_{n}, n \geq 0$. Assume $S_{2 n}=C_{2 n}^{2}, S_{2 n+1}=C_{2 n+1}^{2}, n \geq 0$, then $S_{n+2}=\left(4 D^{2}+2\right) S_{n+1}-S_{n}-2 d^{2}$, $n \geq 0$.

We now turn to the more general homogeneous case.

Theorem 5: Let $a, b, c \neq 0, d \neq 0$ be integers, with $a b \neq 0$ and $c^{2} \neq 4 d$. Let $B_{0}=a, B_{1}=b$, $B_{n+1}=c B_{n}-d B_{n-1}, n \geq 1$. Then $B_{n+1}^{2}=\left(c^{2}-2 d\right) B_{n}^{2}-d^{2} B_{n-1}^{2}+2\left(b^{2}+a^{2} d-a b c\right) d^{n}, n \geq 1$.

Proof: Let $\alpha, \beta$ be the roots of $x^{2}-c x+d=0$. Then $\alpha, \beta=\frac{1}{2}\left(c \pm \sqrt{c^{2}-4 d}\right), \alpha \neq \pm \beta$, $\alpha^{2}, \beta^{2}=\frac{1}{2}\left(c^{2}-2 d \pm c \sqrt{c^{2}-4 d}\right), \alpha \beta=d$. Also $\alpha^{2} \neq \beta^{2} \neq d$, since $c \neq 0, d \neq 0, c^{2} \neq 4 d$.

According to the result of Selmer stated in the Introduction, there are constants $A, B, C$ such that $B_{n}^{2}=A \alpha^{2 n}+B \beta^{2 n}+C d^{n}, n \geq 0$.

Solving. the system

$$
\left\{\begin{array}{l}
a^{2}=B_{0}^{2}=A+B+C \\
b^{2}=B_{1}^{2}=A \alpha^{2}+B \beta^{2}+C d \\
(b c-a d)^{2}=B_{2}^{2}=A \alpha^{4}+B \beta^{4}+C d^{2}
\end{array}\right.
$$

for $C$ gives

$$
C=\frac{2\left(b^{2}+a^{2} d-a b c\right)}{4 d-c^{2}} .
$$

Using $\left(c^{2}-2 d\right) \alpha^{2 n}-d^{2} \alpha^{2 n-2}=\alpha^{2 n+2}$ and $\left(c^{2}-2 d\right) \beta^{2 n}-d^{2} \beta^{2 n-2}=\beta^{2 n+2}$ gives

$$
\left(c^{2}-2 d\right) B_{n}^{2}-d^{2} B_{n-1}^{2}+e d^{n}=A \alpha^{2 n+2}+B \beta^{2 n+2}+C\left[\left(c^{2}-2 d\right) d^{n}-d^{n+1}\right]+e d^{n}
$$

Now choosing $e$ so that $C\left[\left(c^{2}-2 d\right) d^{n}-d^{n+1}\right]+e d^{n}=C d^{n+1} \quad\left[\right.$ namely, $e=C\left(4 d-c^{2}\right)=2\left(b^{2}+\right.$ $\left.a^{2} d-a b c\right)$ ] finally gives

$$
\left(c^{2}-2 d\right) B_{n}^{2}-d^{2} B_{n-1}^{2}+e d^{n}=A \alpha^{2 n+2}+B \beta^{2 n+2}+C d^{n+1}=B_{n+1}^{2},
$$

which completes the proof.
Remark: The result of Theorem 5 appears in [4].
Applying Theorem 5 to the question raised in the Introduction, we immediately get the following result.

Theorem 6: Let $a, b, c \neq 0, d \neq 0$ be integers, with $a b \neq 0$ and $c^{2} \neq 4 d$. Let $B_{0}=a, B_{1}=b, B_{n+1}=$ $c B_{n}-d B_{n-1}, n \geq 1$. Then the sequence of squares $\left\{B_{n}^{2}\right\}(n \geq 0)$ satisfies a second-order linear recurrence (with constant coefficients) if and only if $d=1$, in which case

$$
B_{n+1}^{2}=\left(c^{2}-2\right) B_{n}^{2}-B_{n-1}^{2}+2\left(b^{2}+a^{2}-a b c\right), n \geq 1 .
$$

Our final result is the general version of Theorem 2, in which we consider a perturbation of the sequence of squares.

Theorem 7: Let $a, b, c \neq 0, d \neq 0$ be integers, with $a b \neq 0$ and $c^{2} \neq 4 d$, such that $e=\frac{4\left(a^{2}+a b c-b^{2}\right)}{c^{2}+4}$ is an integer. Define the sequence $\left\{B_{n}\right\}(n \geq 0)$ by $B_{0}=a, B_{1}=b, B_{n+1}=c B_{n}+B_{n-1}, n \geq 1$. Let
$S_{2 n}=B_{2 n}^{2}, S_{2 n+1}=B_{2 n+1}^{2}+e, n \geq 0$. Then $\left\{S_{n}\right\}(n \geq 0)$ satisfies the second-order recurrence

$$
S_{n+1}=\left(c^{2}+2\right) S_{n}-S_{n-1}+2 e+2\left(b^{2}-a^{2}-a b c\right), n \geq 1 .
$$

Proof: This is a direct application of Theorem 5 with $d=-1$, according to which

$$
B_{n+1}^{2}=\left(c^{2}+2\right) B_{n}^{2}-B_{n-1}^{2}+2\left(b^{2}-a-a b c\right)(-1)^{n} .
$$
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A concise presentation of the dynamics of the sequences $x_{n+1}=f\left(x_{n}\right)$ generated by the function $f(x)=(x+1)^{-1}$ is given. This sequence has a limit for almost all real initial $x_{0}$.

To prove this, notice that the interval $(-\infty, 0]$ is eventually mapped onto the positive real axis with the exception of a negative fixed point in $[-2,-1)$, as well as a countable set of points in this interval which are mapped to -1 after $n$ iterations. To obtain this discrete set of initial $x_{0}$, one solves the simple equation $f\left(x_{0}\right)=-1$ then inductively, using the fundamental recursion for the Fibonacci sequence, this set of $x_{0}$ is given by $S=\left\{v_{n}\right\}$, where

$$
v_{n}=-\frac{F_{n+2}}{F_{n+1}}, n \geq 1
$$

Since $\left(F_{n} / F_{n-1}\right) \rightarrow r$, where $r=(1+\sqrt{5}) / 2$ as $n \rightarrow \infty$ (see [1]), it is interesting to note that the sequence $v_{n} \rightarrow-r$ as $n \rightarrow \infty$, where $-r$ is the negative fixed point of $f$.

The behavior of the sequence $v_{n}$ on each side of $-r$ is somewhat more complicated, but interesting. If $-\infty<x_{0}<-2$, then $0^{-}>\left(x_{0}+1\right)^{-1}>-1$, and if $0>x>-1$, then $1<(x+1)^{-1}<\infty$ so that $(-\infty,-2) \rightarrow(-1,0) \rightarrow[1, \infty)$.

The most complicated dynamics is on the set $(-2,-1)$ which contains $S$ as a subset. In general, for $n>2$ such that $v_{n}>v_{n+2}>-r$, then under the action of $f$,

$$
\left(-\frac{F_{n+4}}{F_{n+3}},-\frac{F_{n+2}}{F_{n+1}}\right) \rightarrow\left(-\frac{F_{n+1}}{F_{n}},-\frac{F_{n+3}}{F_{n+2}}\right)
$$

and for $n>2$ such that $-r>v_{n+2}>v_{n}$, the order of the endpoints is reversed. Therefore, each interval of this form is mapped onto a corresponding interval which is on the opposite side of the fixed point $-r$. and for any $x_{0} \in(-2,-1)$ such that $x_{0} \neq-r$ or $x_{n} \notin S$, there is an $N$ such that $x_{N}$ leaves $(-2,-1)$ and is contained in an interval which has been considered. Convergence can be forced on $x_{0} \in S$ if we set $f( \pm \infty)=0$, then there remains only the unstable fixed point $-r$ which remains invariant.

To finish the study of the convergence of $f$ under iteration, this shows that it suffices to consider $x_{N}=x_{0} \in(0, \infty)$, and since $[1, \infty)$ is mapped onto ( 0,1$]$, suppose $x_{0} \in(0,1]$. An expression which generates the $x_{n}$ and which converges to the positive stable fixed point of the mapping can be written as

$$
x_{n}=\frac{F_{n-1} x_{0}+F_{n}}{F_{n} x_{0}+F_{n+1}}, x_{0} \in(0,1] .
$$

By induction on $n$, one obtains

DYNAMICS OF THE MAPPING $f(x)=(x+1)^{-1}$

$$
x_{n+1}=f\left(x_{n}\right)=\frac{F_{n} x_{0}+F_{n+1}}{F_{n-1} x_{0}+F_{n}+F_{n} x_{0}+F_{n+1}}=\frac{F_{n} x_{0}+F_{n+1}}{F_{n+1} x_{0}+F_{n+2}},
$$

and then letting $n \rightarrow \infty$ one obtains

$$
x_{\infty}=\frac{1}{r}=\frac{\sqrt{5}-1}{2} .
$$
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1. It is well known that a general, linear sequence $S_{n}(p, q)(n=0,1,2, \ldots)$ of order 2 is defined by the recurrence relation

$$
S_{n}(p, q)=p S_{n-1}(p, q)-q S_{n-2}(p, q)
$$

with $S_{0}, S_{1}, p, q$ arbitrary and $\Delta=p^{2}-4 q>0$ [5].
In particular, if $S_{0}=0, S_{1}=1$ or $S_{0}=2, S_{1}=p$, we have the generalized Fibonacci (Lucas) sequences $S_{n}(p, q)=U_{n}(p, q)$ or $S_{n}(p, q)=V_{n}(p, q)$.

If $x_{1}, x_{2}\left(x_{1}>x_{2}\right)$ designate the roots of $x^{2}-p x+1=0$, it is easy to prove that

$$
\begin{equation*}
U_{n}(p, q)=\frac{x_{1}^{n}-x_{2}^{n}}{x_{1}-x_{2}}, \quad V_{n}(p, q)=x_{1}^{n}+x_{2}^{n} \tag{1}
\end{equation*}
$$

and, moreover, the general term of the sequence $S_{n}(p, q)$ may be expressed as a linear combination of the general terms of the Fibonacci and Lucas sequences by the formula

$$
\begin{equation*}
S_{n}(p, q)=\left(S_{1}-\frac{1}{2} p S_{0}\right) U_{n}(p, q)+\frac{1}{2} S_{0} V_{n}(p, q) \tag{2}
\end{equation*}
$$

We assume $S_{0}=k, S_{1}=\frac{1}{2} p k+\left(x-\frac{1}{2} k\right) \Delta^{\frac{1}{2}}$, and according to equations (1) and (2), we deduce

$$
\begin{gather*}
S_{n}(x ; p, q)=\left(x-\frac{1}{2} k\right) \Delta^{\frac{1}{2}} U_{n}(p, q)+\frac{1}{2} k V_{n}(p, q),  \tag{3}\\
S_{n}(x ; p, q)=x x_{1}^{n}+(k-x) x_{2}^{n} . \tag{4}
\end{gather*}
$$

For the sake of brevity, from here on we write $U_{n}, V_{n}$, and $S_{n}(x)$ for $U_{n}(p, q), V_{n}(p, q)$, and $S_{n}(x ; p, q)$.
2. From equation (3) we have

$$
\begin{equation*}
S_{n}(x)+S_{n}(k-x)=\frac{1}{2^{m-1}} \sum_{r=0}^{[m / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r} V_{n}^{m-2 r} k^{m-2 r}(2 x-k)^{2 r} \tag{5}
\end{equation*}
$$

and from (4) we get

$$
S_{n}^{m}(x)+S_{n}^{m}(k-x)=\sum_{r=0}^{m}\binom{m}{2 r} q^{n r}\left(x_{1}^{n(m-2 r)}+x_{2}^{n(m-2 r)}\right) x^{r}(k-x)^{m-r} .
$$

Then we have

$$
\begin{aligned}
& S_{n}^{2 m}(x)+S_{n}^{2 m}(k-x)=\sum_{r=0}^{2 m}\binom{2 m}{r} q^{n r}\left(x_{1}^{2 n(m-r)}+x_{2}^{2 n(m-r)}\right) x^{r}(k-x)^{2 m-r}=\sum_{r=0}^{m}+\sum_{r=m+1}^{2 m} \\
& =\sum_{r=0}^{2 m}\binom{2 m}{r} q^{n r}\left(x_{1}^{2 n(m-r)}+x_{2}^{2 n(m-r)}\right) x^{r}(k-x)^{2 m-r}+\sum_{s=0}^{m-1}\binom{2 m}{s} q^{n s}\left(x_{1}^{2 n(m-s)}+x_{2}^{2 n(m-s)}\right) x^{2 m-s}(k-x)^{s}
\end{aligned}
$$

$$
\begin{align*}
& =2\binom{2 m}{m} q^{m n} x^{m}(k-x)^{m}+\sum_{r=0}^{m-1}\binom{2 m}{r} q^{n r}\left(x_{1}^{2 n(m-r)}+x_{2}^{2 n(m-r)}\right)\left(x^{r}(k-x)^{2 m-r}+x^{2 m-r}(k-x)^{r}\right) \\
& =2\binom{2 m}{m} q^{m n} x^{m}(k-x)^{m}+\sum_{r=0}^{m-1}\binom{2 m}{r} q^{n r} V_{2 n(m-1)}\left(x^{r}(k-x)^{2 m-r}+x^{2 m-r}(k-x)^{r}\right) . \tag{6}
\end{align*}
$$

We can similarly find the analogous formula

$$
\begin{equation*}
S_{n}^{2 m+1}(x)+S_{n}^{2 m+1}(k-x)=\sum_{r=0}^{m}\binom{2 m+1}{r} q^{n r} V_{n(2 m-2 r+1)}\left(x^{r}(k-x)^{2 m-r+1}+x^{2 m-r+1}(k-x)^{r}\right) . \tag{7}
\end{equation*}
$$

We also give the difference formulas

$$
\begin{align*}
& S_{n}^{m}(x)-S_{n}^{m}(k-x)=\frac{\Delta^{\frac{1}{2}}}{2^{m-1}} \sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r+1} \Delta^{r} U_{n}^{2 r+1} V_{n}^{m-2 r-1} k^{m-2 r-1}(2 x-k)^{2 r+1},  \tag{8}\\
& S_{n}^{m}(x)+S_{n}^{m}(k-x)=\Delta^{\frac{1}{2}} \sum_{r=0}^{[(m-1) / 2]}\binom{m}{r} q^{n r} U_{n(m-2 r)}\left[x^{m-r}(k-x)^{r}-x^{r}(k-x)^{m-r}\right] . \tag{9}
\end{align*}
$$

We end this section with the generating functions

$$
\begin{equation*}
\sum_{r=0}^{\infty} \frac{t^{r}}{r!} U_{n r}=\frac{1}{\Delta^{\frac{1}{2}}}\left(\exp \left(t x_{1}^{n}\right)-\exp \left(t x_{2}^{n}\right)\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{r=0}^{\infty} \frac{t^{r}}{r!} V_{n r}=\exp \left(t x_{1}^{n}\right)+\exp \left(t x_{2}^{n}\right) \tag{11}
\end{equation*}
$$

3. We recall that Bernoulli polynomials of higher order $B_{n}^{(k)}(x)$ are defined by the generating expansion (see [2])

$$
\begin{equation*}
\sum_{r=0}^{\infty} \frac{t^{r}}{r!} B_{r}^{(k)}(x)=\left(\frac{t}{e^{t}-1}\right)^{k} e^{t x},|t|<2 \pi \tag{12}
\end{equation*}
$$

the usual Bernoulli polynomials by $B_{n}(x)=B^{(1)}(x)$, and the Bernoulli numbers by $B_{n}=B_{n}(0)$. We also recall that

$$
\begin{equation*}
B_{2 n+1}=0(n>0) \text { and } B_{n}^{(k)}(k-x)=(-1)^{n} B_{n}^{k}(x) \tag{13}
\end{equation*}
$$

are usually called the complementary argument theorem (see [3]).
From (12), replacing $t$ with $\Delta^{\frac{1}{2}} U_{n} t$, we have

$$
\begin{aligned}
& \sum_{r=0}^{\infty} \frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{r}}{r!} B_{r}^{(k)}(x)=\frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{k}}{\left(\exp \left(t\left(x_{1}^{n}-x_{2}^{n}\right)\right)\right)^{k}} \exp \left(t x\left(x_{1}^{n}-x_{2}^{n}\right)\right) \\
& =\frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{k}}{\left(\exp \left(t x_{1}^{n}\right)-\exp \left(x_{2}^{n}\right)\right)^{k}} \exp \left(t\left(x x_{1}^{n}+(k-x) x_{2}^{n}\right)\right)=\frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{k}}{\left(\exp \left(t x_{1}^{n}\right)-\exp \left(x_{2}^{n}\right)\right)^{k}} \exp \left(t S_{n}(x)\right)
\end{aligned}
$$
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Therefore,

$$
\left(\exp \left(t x_{1}^{n}\right)-\exp \left(t x_{2}^{n}\right)\right)^{k} \sum_{r=0}^{\infty} \frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{r}}{r!} B_{r}^{(k)}(x)=\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{k} \exp \left(t S_{n}(x)\right)
$$

and using (10) it follows that

$$
\left(\sum_{r=0}^{\infty} \frac{t^{r}}{r!} U_{n r}\right)^{k} \sum_{r=0}^{\infty} \frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{r}}{r!} B_{r}^{(k)}(x)=U_{n}^{k} t^{k} \exp \left(t S_{n}(x)\right),
$$

and we have

$$
\left[\sum_{r=0}^{\infty}\left(\sum_{r_{1}+r_{2}+\cdots+r_{k}=r} \frac{U_{n r_{1}}}{r_{1}!} \cdots \frac{U_{n r_{k}}}{r_{k}!}\right) t^{r}\right] \sum_{r=0}^{\infty} \frac{\left(\Delta^{\frac{1}{2}} U_{n} t\right)^{r}}{r!} B_{r}^{(k)}(x)=U_{r}^{(k)} t^{k} \exp \left(t S_{n}(x)\right) .
$$

Expanding the product in the left-hand side and comparing powers of $t$, we find

Now replace $x$ with $k-x$ in equation (14) and make use of (13) to obtain

$$
\begin{equation*}
\sum_{r=0}^{m-1}(-1)^{r}\binom{m}{r} \Delta^{\frac{r}{2}} U_{n}^{r} B_{r}^{(k)}(x)(m-r)!\sum_{r_{1}+r_{2}+\cdots+r_{k}=m-r} \frac{U_{n r_{1}}}{r_{1}!} \cdots \frac{U_{n r_{k}}}{r_{k}!}=(m)_{k} U_{n}^{k} S_{n}^{m-k}(k-x),(m \geq k) . \tag{15}
\end{equation*}
$$

Adding equations (14) and (15) and using (5), (6), and (7) we find

$$
\begin{align*}
& \sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r} B_{2 r}^{k}(x)(m-2 r)!\sum_{r_{1}+r_{2}+\cdots+r_{k}=m-2 r} \frac{U_{n r_{1}}!}{r_{1}!} \frac{U_{n r_{k}}}{r_{k}!} \\
= & \frac{1}{2^{m-k}}(m)_{k} U_{n}^{k} \sum_{r=0}^{[(m-k-k) / 2]}\binom{m-k}{2 r} \Delta^{r} U_{n}^{2 r} k^{m-2 r-k} U_{n}^{m-2 r-k}(2 x-k)^{2 r}  \tag{16}\\
= & \frac{1+(-1)^{m-k}}{2}(m)_{k} U_{n}^{k}\binom{m-k}{[(m-k) / 2]} q^{[(m-k) / 2]}(x(k-x))^{[(m-k) / 2]}+ \\
& +\frac{1}{2}(m)_{k} U_{n}^{k} \sum_{r=0}^{[(m-k-1) / 2]}\binom{m-k}{r} q^{n r} V_{n(m-k-2 r)}\left[x(k-x)^{m-k-r}+x^{m-k-r}(k-x)^{r}\right] . \tag{17}
\end{align*}
$$

Subtracting equations (14) and (15) and using (8) and (9) gives

$$
\begin{align*}
& \sum_{r=0}^{[(m-2) / 2]}\binom{m}{2 r+1} \Delta^{r} U_{n}^{2 r+1} B_{2 r+1}^{(k)}(x)(m-2 r-1)!\sum_{r_{1}+r_{2}+\cdots+r_{k}=m-2 r-1} \frac{U_{n r_{1}}}{r_{1}!} \cdots \frac{U_{n r_{k}}}{r_{k}!}  \tag{18}\\
& =\frac{1}{2^{m-k}}(m)_{k} U_{n}^{k} \sum_{r=0}^{[(m-k-1) / 2]}\binom{m-k}{r} q^{n r} U_{n(m-2 r-k)}\left[x^{m-r-k}(k-x)^{r}-x^{r}(k-x)^{m-r-k}\right] .
\end{align*}
$$

4. If we take $x=\frac{k}{2}$ in equation (16), we get

$$
\begin{equation*}
\sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r} B_{2 r}^{(k)}\left(\frac{k}{2}\right)(m-2 r)!\sum_{r_{1}+r_{2}+\cdots r_{k}=m-2 r} \frac{U_{n r_{1}}}{r_{1}!} \cdots \frac{U_{n r_{k}}}{r_{k}!}=\frac{1}{2^{m-k}}(m)_{k} U_{n}^{k} k^{m-k} V_{n}^{m-k} . \tag{19}
\end{equation*}
$$

Taking $k=1$ in equation (19) and recalling that $B_{2 n}\left(\frac{1}{2}\right)=\left(\frac{1}{2^{2 n-1}}-1\right) B_{2 n}$ (see [5]), we have

$$
\begin{equation*}
\sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U^{2 r}\left(\frac{1}{2^{2 r-1}}-1\right) B_{2 r} U_{n(m-2 r)}=\frac{m}{2^{m-1}} U_{n} V_{n}^{m-1} \tag{20}
\end{equation*}
$$

If we make $x=0$ in equation (17), we get

$$
\begin{equation*}
\sum_{r=0}^{\lfloor[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r} B_{2 r}^{(k)}(m-2 r)!\sum_{r_{1}+r_{2}+\cdots+r_{k}=m-2 r} \frac{U_{n r_{1}}}{r_{1}!} \cdots \frac{U_{n r_{k}}}{r_{k}!}=\frac{1}{2}(m)_{k} U_{n}^{k} V_{(m-k)} \tag{21}
\end{equation*}
$$

From expression (21), recalling that $B_{k}^{(n+1)}=\left(1-\frac{k}{n}\right) B_{k}^{(n)}-k B_{k-1}^{(n)}$ (see [4]) and taking $k=1,2,3$, we get, successively,

$$
\begin{gather*}
\sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r} B_{2 r} U_{n(m-2 r)}=\frac{1}{2} m U_{n} V_{n(m-1)},  \tag{22}\\
\sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r}\left(B_{2 r}-2 r B_{2 r}-2 r B_{2 r-1}\right) \sum_{i=0}^{m-2 r}\binom{m-2 r}{i} U_{n i} U_{n(m-2 r-1)}=\frac{1}{2} m(m-1) U_{n}^{2} V_{n(m-2)}  \tag{23}\\
\sum_{r=0}^{[(m-1) / 2]}\binom{m}{2 r} \Delta^{r} U_{n}^{2 r}\left((2 r-1)(r-1) B_{2 r}+r(4 r-5) B_{2 r-1}+2 r(2 r-1) B_{2 r-2}\right) \sum_{i+j+k=m-2 r}\binom{m-2 r}{i, j, k} U_{n i} U_{n j} U_{n k} \\
=\frac{1}{2} m(m-1)(m-2) U_{n}^{3} V_{n(m-3)}, \tag{24}
\end{gather*}
$$

where $\binom{m-2 r}{i, j, k}$ is the multinomial coefficient (see [1]).
With $p=1, q=-1$, we get the Fibonacci and Lucas sequences $U_{0}=0, U_{1}=1, \ldots, U_{n}(1,-1)=$ $F_{n}, \ldots$ and $V_{0}=2, V_{1}=1, \ldots, V_{n}(1,-1)=L_{n}, \ldots$, and from equation (19) we get Kelisky's formula (see [2])

$$
\begin{equation*}
\sum_{r=0}^{[m / 2]} 5^{r}\binom{m}{2 r} B_{2 r} F_{n}^{2 r} F_{n(m-2 r)}=\frac{m}{2} F_{n} L_{n(m-1)} . \tag{25}
\end{equation*}
$$

## REFERENCES

1. M. Aiger. Combinatorial Theory. New York: Springer-Verlag, 1979.
2. R. P. Kelisky. "On Formulas Involving Both the Bernoulli and Fibonacci Numbers." Scripta Math. 23 (1957):27-35.
3. G. A. Ken \& T. A. Ken. Mathematical Tables (in Chinese). Beijing, 1987.
4. P. J. McCarthy. "Some Irreducibility Theorems for Bernoulli Polynomials of Higher Order." Duke Math. J. 27 (1960):313-18.
5. L. Toscano. "Recurring Sequences and Bernoulli-Euler Polynomials." Journ. Comb. Inf. \& Syst. Sci. 4 (1979):303-08.
AMS Classification Number: 11B68

# A DISJOINT COVERING OF THE SET OF NATURAL NUMBERS CONSISTING OF SEQUENCES DEFINED BY A RECURRENCE WHOSE CHARACTERISTIC EQUATION HAS A PISOT NUMBER ROOT 

Shiro Ando<br>College of Engineering, Hosei University, Koganei-shi, Tokyo 184, Japan

Teluhiko Hilano
Kanagawa Institute of Technology, Atsugi-shi, Kanagawa 243-02, Japan
(Submitted February 1994)

## 1. INTRODUCTION

Burke and Bergum [1] called a family of sequences defined by a linear recurrence "a disjoint covering" if every natural number was contained in exactly one of the given sequences. They gave arithmetic progressions and geometric progressions as simple examples of finite and infinite disjoint coverings. Although they also constructed $n^{\text {th }}$-order recurrences that were disjoint coverings, the resulting sequences were not essentially $n^{\text {th }}$ ordered since they were the same as the ones listed above and could be defined by first-order recurrences. Zöllner [4] proved that there is an infinite disjoint covering generated by the Fibonacci recurrence

$$
\begin{equation*}
u_{n+2}=u_{n+1}+u_{n} \tag{1}
\end{equation*}
$$

answering the question proposed in [1] affirmatively. This is the first paper establishing the existence of a disjoint covering consisting of sequences essentially defined by a second-order recurrence.

In this paper we will show the existence of disjoint coverings essentially generated by linear recurrences of any order.

## 2. A TYPE OF PISOT NUMBER

A Pisot number is a real algebraic integer greater than 1 such that the absolute value of every conjugate is less than 1 (see [2]). We consider a special type of Pisot number that satisfies a monic irreducible equation with integral coefficients

$$
\begin{equation*}
f(x)=x^{m}-a_{1} x^{m-1}-\cdots-a_{m-1} x-a_{m}=0, \tag{2}
\end{equation*}
$$

where $m \geq 2, a_{1}>0, a_{i} \geq 0$ (for $i=2, \ldots, m-1$ ), and $a_{m}>0$.
Since $f(1)<0$, equation (2) has a real number solution $\alpha>1$. Let $\beta_{i}(i=1,2, \ldots, m-1)$ be the other roots of (2).

Example: We will show that if

$$
\begin{equation*}
a_{1}>1+a_{2}+\cdots+a_{m}, \tag{3}
\end{equation*}
$$

then $\left|\beta_{i}\right|<1$ for $i=1,2, \ldots, m-1$, and $\alpha$ is a Pisot number.

Let $g(x)=x^{m}-a_{1} x^{m-1}-a_{2} x^{m-2}=x^{m-2}\left(x^{2}-a_{1} x-a_{2}\right)$ and let $h(x)=a_{3} x^{m-3}+\cdots+a_{m-1} x+a_{m}$. Then we have

$$
|g(x)| \geq a_{1}-1-a_{2}>a_{3}+a_{4}+\cdots+a_{m} \geq|h(x)|
$$

for any complex value of $x$ on the unit circle $|x|=1$ by (3). Therefore, by Rouchés theorem (see [3]), the number of roots of equation (2), or $g(x)=h(x)$, in the unit circle is equal to one of $g(x)=0$, which is $m-1$, since the equation $x^{2}-a_{1} x-a_{2}=0$ has two real roots $x_{1}$ and $x_{2}$, where $x_{1}>1,-1<x_{2}<0$.

Now we will show that $f(x)$ in (2) is irreducible when (3) is satisfied. If it is reducible, then it must be decomposed into monic polynomials with integral coefficients, and each factor must have at least one root of modulus greater than or equal to 1 , since the product of its roots is an integer. This contradicts the fact we have just proved above. Thus, we have shown that there are equations of type (2) that have a Pisot number root for each $m \geq 2$.

Remark: It should be noticed that, if (2) has a Pisot number root, all roots of (2) are simple, since any irreducible polynomial with rational coefficients has no multiple root.

## 3. SEQUENCES DEFINED BY A LINEAR RECURRENCE

We consider the recurrence

$$
\begin{equation*}
u_{n}=a_{1} u_{n-1}+a_{2} u_{n-2}+\cdots+a_{m} u_{n-m} \tag{4}
\end{equation*}
$$

that has $f(x)$ in (2) as its characteristic polynomial. Let $S$ be the set of all the positive integer sequences $\left\{u_{n}\right\}$ defined by recurrence (4). In the following we will establish that the existence of a disjoint covering of the set of natural numbers consists of the sequences in $S$.

According to the Remark in the previous section, the general term of $\left\{u_{n}\right\}$ is expressed as

$$
\begin{equation*}
u_{n}=c_{0} \alpha^{n}+c_{1} \beta_{1}^{n}+\cdots+c_{m-1} \beta_{m-1}^{n} \tag{5}
\end{equation*}
$$

where $c_{0}>0$ because $\alpha^{n} \rightarrow \infty$ and $\beta_{i}^{n} \rightarrow 0$ for $i=1,2, \ldots, m-1$ as $n$ tends to $\infty$.
Let us define $m$ integer sequences $\left\{t_{n}^{(i)}\right\}$ (for $i=1,2, \ldots, m$ ) satisfying (4) with the initial conditions $t_{j}^{(i)}=\delta_{i j}(i, j=1,2, \ldots, m)$, where the right-hand side is Kroneker's delta.

These sequences have zero or positive integer terms, and their general terms are expressed as

$$
\begin{equation*}
t_{n}^{(i)}=b_{i, 0} \alpha^{n}+b_{i, 1} \beta_{1}^{n}+\cdots+b_{i, m-1} \beta_{m-1}^{n} \tag{6}
\end{equation*}
$$

where $b_{i, 0}>0$ as $c_{0}$ in (5). The $n^{\text {th }}$ term $u_{n}$ of the sequence defined by recurrence (2) is expressed as a linear combination of leading $m$ terms as

$$
\begin{equation*}
u_{n}=t_{n}^{(1)} u_{1}+t_{n}^{(2)} u_{2}+\cdots+t_{n}^{(m)} u_{m} \tag{7}
\end{equation*}
$$

where the coefficients consist of $n^{\text {th }}$ terms of these sequences.

## 4. THE CONSTRUCTION OF A DISJOINT COVERING

Now we show that there exists a disjoint covering of the set of all natural numbers consisting of sequences in $S$ following the method used in [4].

Notice that the set cannot be covered with a finite number of such sequences. In fact, as $c_{0}>0$ in (5), $u_{n} \sim c_{0} \alpha^{n}$ so that $u_{n+1}-u_{n} \rightarrow \infty$ as $n$ tends to $\infty$.

First, we define the sequence $\left\{u_{n}^{(1)}\right\}$ in $S$ with initial conditions $u_{n}^{(1)}=n$ (for $n=1,2, \ldots, m$ ). Then assuming that, for $i=1,2, \ldots, k-1$, we have determined mutually disjoint increasing sequences $\left\{u_{n}^{(i)}\right\}$ in $S$ that satisfy the conditions

$$
\begin{equation*}
u_{1}^{(i)}=\min \bar{V}_{i-1}, \tag{8}
\end{equation*}
$$

where $\bar{V}_{i}$ denotes the complement of the set $V_{i}=\left\{u_{n}^{(j)} \mid j=1,2, \ldots, i ; n=1,2,3, \ldots\right\}$ in the set of all natural numbers, and

$$
\begin{equation*}
u_{n}^{(i)}<u_{n}^{(j)} \text { for } i<j \tag{9}
\end{equation*}
$$

we will show that we can choose the next sequence $\left\{u_{n}^{(k)}\right\}$ in $S$ so that these $k$ sequences are mutually disjoint and satisfy conditions (8) and (9).

We can see that $\bar{V}_{i}$ is always nonempty by using the statement made at the beginning of this section. Thus, we can put $u_{1}^{(k)}=\min \bar{V}_{k-1}$ and $u_{r}^{(k)}=\min \bar{V}_{k-1}-\left\{u_{1}^{(k)}, u_{2}^{(k)}, \ldots, u_{r-1}^{(k)}\right\}$ for $r=2,3, \ldots$, $m-1$.

Let $M_{k}=\max \left\{u_{m}^{(k-1)}, u_{m-1}^{(k)}\right\}$ and let $L_{k}$ be an integer larger than $M_{k}$. If we take any integer in the interval $\left(M_{k}, L_{k}\right]$ as the value of $u_{m}^{(k)}$, the resulting sequence $\left\{u_{n}^{(k)}\right\}$ in $S$ will satisfy the inequality $u_{n}^{(k-1)}<u_{n}^{(k)}$ for all $n$, but it will possibly have a common term with one of the sequences $\left\{u_{n}^{(i)}\right\}(i=1,2, \ldots, k-1)$ already built. We will evaluate the number $N$ of such integers to show that we can find an integer value of $u_{m}^{(k)}$ in the interval $\left(M_{k}, L_{k}\right]$ so that the resulting sequence $\left\{u_{n}^{(k)}\right\}$ does not overlap with any of the $k-1$ sequences already built if we take a large enough value for $L_{k}$.

Suppose that $u_{p}^{(k)}=u_{q}^{(i)}$ for some $i<k$. Then $m \leq p<q$. Using the expression shown in (7) for $u_{p}^{(k)}$ and $u_{q}^{(i)}$, we have

$$
\begin{equation*}
t_{p}^{(1)} u_{1}^{(k)}+\cdots+t_{p}^{(m)} u_{m}^{(k)}=t_{q}^{(1)} u_{1}^{(i)}+\cdots+t_{q}^{(m)} u_{m}^{(i)} . \tag{10}
\end{equation*}
$$

If $u_{p+r}^{(k)}=u_{q+r}^{(i)}$ for $r=1,2, \ldots, m-1$, then, using recurrence (4) to the opposite direction, we have $u_{1}^{(k)}=u_{q-p+1}^{(i)}$, which contradicts the choice of $u_{1}^{(k)}$. Thus, there is an $r$ such that

$$
\begin{equation*}
0 \leq r<m-1, u_{p+r}^{(k)}=u_{q+r}^{(i)}, \text { and } u_{p+r+1}^{(k)} \neq u_{q+r+1}^{(i)} . \tag{11}
\end{equation*}
$$

As we are going to find the largest $p$ such that $u_{p}^{(k)}$ is equal to an element of $V_{k-1}$, replacing $p+r$ with $p$ if necessary, we can assume that $r=0$. Then, using expression (6), we have

$$
u_{p+1}^{(k)}-\alpha u_{p}^{(k)}=-\Sigma\left\{b_{j, 1} \beta_{1}^{p}\left(\alpha-\beta_{1}\right)+\cdots+b_{j, m-1} \beta_{m-1}^{p}\left(\alpha-\beta_{m-1}\right)\right\} u_{j}^{(k)},
$$

where summation runs from $j=1$ to $j=m$. For $u_{q+1}^{(i)}-\alpha u_{q}^{(i)}$, we have a similar expression. Since we can see that

$$
\left|\left(u_{p+1}^{(k)}-\alpha u_{p}^{(k)}\right)-\left(u_{q+1}^{(i)}-\alpha u_{q}^{(i)}\right)\right|=\left|u_{p+1}^{(k)}-u_{q+1}^{(i)}\right| \geq 1,
$$

from (11), we have

$$
\begin{aligned}
& \mid \Sigma\left\{b_{j, 1} \beta_{1}^{p}\left(\alpha-\beta_{1}\right)+\cdots+b_{j, m-1} \beta_{m-1}^{p}\left(\alpha-\beta_{m-1}\right)\right\} u_{j}^{(k)} \\
& \quad-\Sigma\left\{b_{j, 1} \beta_{1}^{q}\left(\alpha-\beta_{1}\right)+\cdots+b_{j, m-1} \beta_{m-1}^{q}\left(\alpha-\beta_{m-1}\right)\right\} u_{n}^{(i)} \mid \geq 1 .
\end{aligned}
$$

Here, let us put $\beta=\max \left\{\left|\beta_{1}\right|, \ldots,\left|\beta_{m-1}\right|\right\}, A=\max \left\{\mid \alpha-\beta_{i} \| i=1,2, \ldots, m-1\right\}$, and $B=$ $\max \left\{\mid b_{i, j} \| i=1,2, \ldots, m ; j=0,1, \ldots, m-1\right\}$. These values are independent of $u_{m}^{(k)}$, and $0<\beta<1$. Then we have $(m-1) A B \beta^{p}\left\{(2 m-1) M_{k}+L_{k}\right\} \geq 1$, from which we can evaluate $p$ as

$$
\begin{align*}
p & \leq-\left[\log \left\{(2 m-1) M_{k}+L_{k}\right\}+\log \{(m-1) A B\}\right] / \log \beta \\
& \leq C_{1} \log \left(L_{k}+C_{2}\right)+C_{3} \tag{12}
\end{align*}
$$

for some constants $C_{1}, C_{2}$, and $C_{3}$ independent of $L_{k}$ and $u_{m}^{(k)}$.
On the other hand, from expression (6), we have

$$
\begin{aligned}
\left|t_{q}^{(1)} u_{1}^{(i)}+\cdots+t_{q}^{(m)} u_{m}^{(i)}\right| & \geq\left(b_{1,0} u_{1}^{(i)}+\cdots+b_{m, 0} u_{m}^{(i)}\right) \alpha^{q}-\sum\left(\left|b_{j, 1}\right|+\cdots+\left|b_{j, m-1}\right|\right) u_{j}^{(i)} \\
& \geq\left(b_{1,0} u_{1}^{(1)}+\cdots+b_{m, 0} u_{m}^{(1)}\right) \alpha^{q}-m(m-1) M_{k} .
\end{aligned}
$$

We can find here a constant $T$ depending only on the coefficients of (2) such that $t_{n}^{(i)} \leq T \alpha^{n}$ for $1 \leq i \leq m$. We can also find an integer $v$ for which $t_{n}^{(m)} \geq\left(b_{m, 0} / 2\right) \alpha^{n}$ if $n \geq v$. Putting $U=$ $\min \left\{b_{m, 0} / 2, \alpha^{-\nu}\right\}$, we have $t_{n}^{(m)} \geq U \alpha^{n}$ for $n \geq m$.

Using these inequalities and $t_{p}^{(m)} \geq 1$, we have the following evaluation, from (10),

$$
\begin{aligned}
L_{k} & \geq u_{m}^{(k)} \geq\left(t_{q}^{(1)} u_{1}^{(i)}+\cdots+t_{q}^{(m)} u_{m}^{(i)}\right) / t_{p}^{(m)}-\left(t_{p}^{(1)}+\cdots+t_{p}^{(m-1)}\right) M_{k} / t_{p}^{(m)} \\
& \geq\left(b_{1,0} u_{1}^{(i)}+\cdots+b_{m, 0} u_{m}^{(i)}\right) \alpha^{q-p} / T-(m-1)\left(m B+U^{-1} T\right) M_{k} .
\end{aligned}
$$

Taking the logarithms, we have

$$
\begin{aligned}
q-p & \leq\left[\log \left\{L_{k}+(m-1)\left(m B+U^{-1} T\right) M_{k}\right\}+\log T-\log \sum b_{j, 0} u_{j}^{(i)}\right] / \log \alpha \\
& =C_{4} \log \left(L_{k}+C_{5}\right)+C_{6},
\end{aligned}
$$

which gives an evaluation of $q$ together with inequality (12) as

$$
\begin{equation*}
q \geq C_{1} \log \left(L_{k}+C_{2}\right)+C_{4} \log \left(L_{k}+C_{5}\right)+C_{7} . \tag{13}
\end{equation*}
$$

The constants $C_{4}, C_{5}, C_{6}$, and $C_{7}$ are independent of the choice of $u_{m}^{(k)}$ as well as the value of $L_{k}$.
Since we have already determined the $m-1$ initial terms of the $k^{\text {th }}$ sequence, two different values of $u_{m}^{(k)}$ give different $p^{\text {th }}$ terms that cannot coincide with the same $u_{q}^{(i)}$. Hence, the number $N$ of the values of $u_{m}^{(k)}$ for which the resulting sequence $\left\{u_{n}^{(k)}\right\}$ has a common term with some of the first $k-1$ sequences will not exceed the number of triples $(p, q, i)$ satisfying $u_{p}^{(k)}=u_{q}^{(i)}$. Evaluating the latter number using (12) and (13), we can obtain the inequality

$$
N \leq(k-1)\left\{C_{1} \log \left(L_{k}+C_{2}\right)+C_{3}\right\}\left\{C_{1} \log \left(L_{k}+C_{2}\right)+C_{4} \log \left(L_{k}+C_{5}\right)+C_{7}\right\} \ll L_{k}-M_{k}
$$

for large $L_{k}$.

Therefore, there must be a desired sequence $\left\{u_{n}^{(k)}\right\}$ in $S$ disjoint with the $k-1$ sequences already built, and the proof can be completed by induction, since every natural number is contained in a sequence by the choice of $u_{1}^{(k)}$ determined in (8).
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## 1. INTRODUCTION

Take a circular dining table with $n$ chairs arranged at equal intervals around it. In how many ways can ( $n / 2$ or fewer) people be seated on these chairs in such a way that no two people are seated on adjacent chairs, where two such seating patterns are to be regarded as the same if one can be got from the other by rotation? Let $\mathrm{T}_{n}$ denote the number of such seating patterns (including the case when nobody has come to dinner). The first five values of $\mathrm{T}_{n}$ are $\mathrm{T}_{1}=1, \mathrm{~T}_{2}=2$, $\mathrm{T}_{3}=2, \mathrm{~T}_{4}=3, \mathrm{~T}_{5}=3$.

I show here that, for $n \geq 2$,

$$
\begin{equation*}
\mathrm{T}_{n}=\frac{1}{n} \sum_{d \mid n} \mathrm{~L}_{d} \phi\left(\frac{n}{d}\right) \tag{1}
\end{equation*}
$$

(where the sum is over all positive divisors of $n$ ). In this expression, $\mathrm{L}_{d}$ is the $d^{\text {th }}$ Lucas number, defined by the recurrence

$$
\mathrm{L}_{0}=2, \mathrm{~L}_{1}=1 \text { and } \mathrm{L}_{n}=\mathrm{L}_{n-1}+\mathrm{L}_{n-2} \text { thereafter, }
$$

and $\phi$ is Euler's totient, i.e.,

$$
\phi(n)=\#\{m: 0 \leq m<n, m \text { and } n \text { coprime }\} .
$$

I was asked this question (i.e., the value of $\mathrm{T}_{n}$ ) by my colleague Peter Bushell who, in connection with his work on Shapiro's inequality, was interested in the number of cyclically distinct components of the "regular boundary" of $\mathrm{K}=\left\{\underline{x} \in \mathbf{R}^{n}: x_{i} \geq 0,1 \leq i \leq n\right\}$. (The regular boundary of K is the set of points $\underline{x}$ in K having at least one component $x_{i}$ equal to zero, but no two adjacent components both zero and not having $x_{1}$ and $x_{n}$ both zero. See [1] for details and motivation.) So the number he was looking for is $\mathrm{T}_{n}-1$.

## 2. THE NUMBER OF CYCLICALLY DISTINCT PATTERNS

Suppose that $n \geq 2$ and let $\mathrm{V}_{n}$ denote the set of all strings $a_{1} a_{2} \ldots a_{n}$ on $\{0,1\}$ of length $n$ such that

V1: $a_{1}$ and $a_{i+1}$ are not both 1 (for $1 \leq i<n$ ),
V2: $a_{1}$ and $a_{n}$ are not both 1 .
Such strings correspond to antisocial seating arrangements as described in the introduction (with $a_{i}=1$ meaning that chair $i$ is occupied). The cyclic group $\mathrm{Z}_{n}$ acts on $\mathrm{V}_{n}$ by rotations and the number $\mathrm{T}_{n}$ is the number of orbits of this action. Now Burnside's lemma ( $[2], 10.1 .4$ ) tells us that, if G is a finite group acting on a finite set S and if $\operatorname{Fix}(g)$ denotes the set of members of S fixed by $g \in \mathrm{C}$, then

$$
\#\{\text { orbits of } \mathrm{G}\}=\frac{1}{\# \mathrm{G}} \sum_{g \in \mathrm{G}} \# \operatorname{Fix}(g) .
$$

So we need to find \#Fix $(g)$ for each element $g$ of $Z_{n}$. Suppose that $Z_{n}$ is generated by $\sigma$ and that $\sigma$ acts on $\mathrm{V}_{n}$ by $a_{1} a_{2} \ldots a_{n} \sigma=a_{n} a_{1} \ldots a_{n-1}$. It is not difficult to see that, for any integer $m$, $\operatorname{Fix}\left(\sigma^{m}\right)=\operatorname{Fix}\left(\sigma^{d}\right)$, where $\operatorname{gcd}(m, n)=d$. Now, if $d$ divides $n$, there are $\phi(n / d)$ integers $m$ with $0 \leq m<n$ and $\operatorname{gcd}(m, n)=d$, and it follows that

$$
\mathrm{T}_{n}=\#\left\{\text { orbits of } \mathrm{Z}_{n}\right\}=\frac{1}{n} \sum_{d \mid n} \# \operatorname{Fix}\left(\sigma^{d}\right) \phi(n / d) .
$$

It is plain that

$$
\operatorname{Fix}\left(\sigma^{d}\right)=\{\overbrace{v v \ldots v}^{n / d}: v \in \mathrm{~V}_{d}\}
$$

and so \#Fix $\left(\sigma^{d}\right)=\# \mathrm{~V}_{d}$ and it remains for us to show that

$$
\begin{equation*}
\# \mathrm{~V}_{d}=\mathrm{L}_{d} . \tag{2}
\end{equation*}
$$

To deal with (2), consider the sets $U_{n}$ of strings of 0 's and 1's that satisfy V1 above but not necessarily V2. Then it is well known (and easily proved) that

$$
\begin{equation*}
\# \mathrm{U}_{n}=\mathrm{F}_{n+2} \tag{3}
\end{equation*}
$$

(where $\mathrm{F}_{n}$ denotes the $n^{\text {th }}$ Fibonacci number) and that

$$
\begin{equation*}
\mathrm{L}_{n}=\mathrm{F}_{n+1}+\mathrm{F}_{n-1} . \tag{4}
\end{equation*}
$$

Let $u_{n}$ denote a general element of $\mathrm{U}_{n}$. Now (2) is true when $d=1\left(\mathrm{~V}_{1}\right.$ contains only the string 0 ) and when $d=2$, so suppose $d \geq 3$ and consider a string $v$ in $\mathrm{V}_{d}$. Either $v$ ends in 1 , in which case it looks like $0 u_{d-3} 01$, or $v$ ends with 0 and looks like $u_{d-1} 0$. By (3), there are $\mathrm{F}_{d-1}$ strings of the first kind and $\mathrm{F}_{d+1}$ strings of the second kind. Equation (4) now completes the proof of (2) and therefore of (1).

## 3. A GENERALIZATION

I now consider the obvious extension of the question answered in section 2, that is, what is $\mathrm{S}_{n}$, the number of seating arrangements that are distinct not only under rotations but also under reflections? Now the group acting on $\mathrm{V}_{n}$ is the dihedral group, $\mathrm{D}_{n}$, which is generated by $\sigma$ and the reflection $\tau$, which acts on a string in $\mathrm{V}_{n}$ by writing it backwards (so that $\sigma^{n}=\tau^{2}=1$ and $\left.\sigma^{-1} \tau=\tau \sigma\right)$.

Let $\mathrm{W}_{k}$ denote the set of palindromic strings $w_{k}$ in $\mathrm{U}_{k}$ and, for $\eta=0$ or 1 , let $\mathrm{W}_{k, \eta}$ denote the subset of $\mathrm{W}_{k}$ of strings that begin (or end) with $\eta$. Now $\mathrm{D}_{n}=\left\{\sigma^{m} \tau^{\varepsilon}: 0 \leq m<n, \varepsilon=0,1\right\}$, Fix $\left(\sigma^{m}\right)$ is as in section 1, and (as is easy to see) Fix $\left(\sigma^{m} \tau\right)$ is made up of strings $w_{n-m} w_{m}$, where $w_{n-m}$ and $w_{m}$ do not both have 1's at each end. So

$$
\begin{equation*}
\# \operatorname{Fix}\left(\sigma^{m} \tau\right)=\# \mathrm{~W}_{n-m, 0} \# \mathrm{~W}_{m, 0}+\# \mathrm{~W}_{n-m, 1} \# \mathrm{~W}_{m, 0}+\# \mathrm{~W}_{n-m, 0} \# \mathrm{~W}_{m, 1} . \tag{5}
\end{equation*}
$$

Using (3), we have, for even $k$,

$$
\begin{aligned}
& \# \mathrm{~W}_{k, 1}=\# \mathrm{U}_{k / 2-3}=\mathrm{F}_{k / 2-1}, \\
& \# \mathrm{~W}_{k, 0}=\# \mathrm{U}_{k / 2-2}=\mathrm{F}_{k / 2},
\end{aligned}
$$

and, if $k$ is odd,

$$
\begin{align*}
& \# \mathrm{~W}_{k, 1}=\# \mathrm{U}_{(k-5) / 2}+\# \mathrm{U}_{(k-7) / 2}=\mathrm{F}_{(k+1) / 2},  \tag{6}\\
& \# \mathrm{~W}_{k, 0}=\# \mathrm{U}_{(k-3) / 2}+\# \mathrm{U}_{(k-5) / 2}=\mathrm{F}_{(k+3) / 2}
\end{align*}
$$

With the help of the well-known identity, $\mathrm{F}_{r-1} \mathrm{~F}_{s}+\mathrm{F}_{r} \mathrm{~F}_{s+1}=\mathrm{F}_{r+s}$, it follows from (5) and (6) that

$$
\# \operatorname{Fix}\left(\sigma^{m} \tau\right)= \begin{cases}\mathrm{F}_{n / 2} & \text { if } n \text { and } m \text { are even, } \\ \mathrm{F}_{n / 2+3} & \text { if } n \text { is even and } m \text { is odd, } \\ \mathrm{F}_{(n+3) / 2} & \text { if } n \text { is odd, }\end{cases}
$$

and Burnside's lemma gives

$$
\mathrm{S}_{n}= \begin{cases}\frac{1}{2 n} \sum_{d \mid n} \mathrm{~L}_{d} \phi(n / d)+\frac{1}{2} \mathrm{~F}_{n / 2+2} & \text { if } n \text { is even, } \\ \frac{1}{2 n} \sum_{d \mid n} \mathrm{~L}_{d} \phi(n / d)+\frac{1}{2} \mathrm{~F}_{(n+3 / 2} & \text { if } n \text { is odd. }\end{cases}
$$
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## BASIC FORMULAS

The Fibonacci numbers $F_{n}$ and the Lucas numbers $L_{n}$ satisfy

$$
\begin{aligned}
& F_{n+2}=F_{n+1}+F_{n}, F_{0}=0, F_{1}=1 \\
& L_{n+2}=L_{n+1}+L_{n}, L_{0}=2, L_{1}=1
\end{aligned}
$$

Also, $\alpha=(1+\sqrt{5}) / 2, \beta=(1-\sqrt{5}) / 2, F_{n}=\left(\alpha^{n}-\beta^{n}\right) / \sqrt{5}$, and $L_{n}=\alpha^{n}+\beta^{n}$.

## PROBLEMS PROPOSED IN THIS ISSUE

## B-790 Proposed by H.-J. Seiffert, Berlin, Germany

Find the largest constant $c$ such that $F_{n+1}^{2}>c F_{2 n}$ for all even positive integers $n$.

## B-791 Proposed by Andrew Cusumano, Great Neck, NY

Prove that, for all $n, F_{n+11}+F_{n+7}+8 F_{n+5}+F_{n+3}+2 F_{n}$ is divisible by 18 .

## B-792 Proposed by Paul S. Bruckman, Edmonds, WA

Let the sequence $\left\langle a_{n}\right\rangle$ be defined by the recurrence $a_{n+1}=a_{n}^{2}-a_{n}+1, n>0$, where the initial term, $a_{1}$, is an arbitrary real number larger than 1 . Express $\frac{1}{a_{1}}+\frac{1}{a_{2}}+\frac{1}{a_{3}}+\cdots$ in terms of $a_{1}$.

## B-793 Proposed by Wray Brady, Jalisco, Mexico

Show that $2^{n} L_{n} \equiv 2(\bmod 5)$ for all positive integers $n$.

## B-794 Proposed by Zdravko F. Starc, Vršac, Yugoslavia

For $x$ a real number and $n$ a positive integer, prove that

$$
\left(\frac{F_{2}}{F_{1}}\right)^{x}+\left(\frac{F_{3}}{F_{2}}\right)^{x}+\cdots+\left(\frac{F_{n+1}}{F_{n}}\right)^{x} \geq n+x \ln F_{n+1}
$$

## B-795 Proposed by Wray Brady, Jalisco, Mexico

$$
\begin{aligned}
& \text { Evaluate } \quad \sum_{n=0}^{\infty}(-1)^{n} \frac{\pi^{2 n}}{(2 n)!} L_{2 n} .
\end{aligned}
$$

## SOLUTIONS

## A Cauchy Convolution

## B-759 Proposed by H.-J. Seiffert, Berlin, Germany

(Vol. 32, no. 1, February 1994)
Show that for all positive integers $k$ and all nonnegative integers $n$,

$$
\sum_{j=0}^{n} F_{k(j+1)} P_{k(n-j+1)}=\frac{F_{k} P_{k(n+2)}-P_{k} F_{k(n+2)}}{2 Q_{k}-L_{k}} .
$$

Solution by Paul S. Bruckman, Edmonds, WA
Let $S_{n, k}$ denote the given sum. Treating $k$ as fixed, make the following substitutions, for brevity: $s=\alpha^{k}, t=\beta^{k}, u=p^{k}$, and $v=q^{k}$. Then,

$$
\begin{aligned}
S_{n, k} \sqrt{40}= & \sum_{j=0}^{n}\left(s^{j+1}-t^{j+1}\right)\left(u^{n-j+1}-v^{n-j+1}\right) \\
= & \sum_{j=0}^{n}\left[s u^{n+1}(s / u)^{j}-t u^{n+1}(t / u)^{j}-s v^{n+1}(s / v)^{j}+t u^{n+1}(t / v)^{j}\right] \\
= & \frac{s u}{s-u}\left(s^{n+1}-u^{n+1}\right)-\frac{t u}{t-u}\left(t^{n+1}-u^{n+1}\right)-\frac{s v}{s-v}\left(s^{n+1}-v^{n+1}\right)+\frac{t v}{t-v}\left(t^{n+1}-v^{n+1}\right) \\
= & \frac{u}{(s-u)(t-u)}\left[\left(s^{n+2}-s u^{n+1}\right)(t-u)-\left(t^{n+2}-t u^{n+1}\right)(s-u)\right] \\
& -\frac{v}{(s-v)(t-v)}\left[\left(s^{n+2}-s v^{n+1}\right)(t-v)-\left(t^{n+2}-t v^{n+1}\right)(s-v)\right] \\
= & {\left[(-1)^{k} p^{-k}+p^{k}-L_{k}\right]^{-1}\left[s^{n+2} t-s t u^{n+1}-s^{n+2} u+s u^{n+2}-s t^{n+2}+s t u^{n+1}+t^{n+2} u-t u^{n+2}\right] } \\
& -\left[(-1)^{k} q^{-k}+q^{k}-L_{k}\right]^{-1}\left[s^{n+2} t-s t v^{n+1}-s^{n+2} v+s v^{n+2}-s t^{n+2}+s t v^{n+1}+t^{n+2} v-t v^{n+2}\right] \\
= & \left(2 Q_{k}-L_{k}\right)^{-1}\left[s^{n+2}(t-u)+t^{n+2}(u-s)+u^{n+2}(s-t)-s^{n+2}(t-v)-t^{n+2}(v-s)-v^{n+2}(s-t)\right] \\
= & \left(2 Q_{k}-L_{k}\right)^{-1}\left[\left(u^{n+2}-v^{n+2}\right)(s-t)-\left(s^{n+2}-t^{n+2}\right)(u-v)\right] .
\end{aligned}
$$

The result follows.
Also solved by Glenn Bookhout, C. Georghiou, Pentti Haukkanen, and the proposer.

## A Simple Inequality

B-760 Proposed by Russell Euler, Northwest Missouri State University, Maryville, MO (Vol. 32, no. 2, May 1994)
Prove that $F_{n+1}^{2} \geq F_{2 n}$ for all $n \geq 0$.

## Solution by many readers

This inequality follows from Hoggatt's Identity $\left(\mathrm{I}_{10}\right)$ from [1]:

$$
F_{2 n}=F_{n+1}^{2}-F_{n-1}^{2} .
$$

The inequality is true for all $n$, not just $n \geq 0$. Equality holds if and only if $F_{n-1}=0$, i.e., if and only if $n=1$.

## Reference

1. Verner E. Hoggatt, Jr. Fibonacci and Lucas Numbers. Boston: Houghton Mifflin, 1969; rpt. Santa Clara, Calif.: The Fibonacci Association, 1979.
Lord pointed out the stronger inequality, $F_{n+p}^{2} \geq F_{2 n} F_{2 p}$, which follows from Hoggatt's Identity ( $I_{25}$ ). Prielipp mentions that the result $F_{m+n} \geq F_{m} F_{n}$, if $m, n>0$, which comes from The American Mathematical Monthly, 1960, p. 876, implies that we can extend the given inequality to $F_{n+1}^{2} \geq F_{2 n} \geq F_{n}^{2}$ if $n \geq 0$. Seiffert generalized in another direction, and we present his result as problem $B$-790 in this issue.

## Generalization by Richard André-Jeannin, Longwy, France

Consider the sequences $\left\langle U_{n}\right\rangle$ and $\left\langle V_{n}\right\rangle$ satisfying the recurrence $W_{n}=P W_{n-1}-Q W_{n-2}, n \geq 2$, with initial conditions $U_{0}=0, U_{1}=1$ and $V_{0}=2, V_{1}=P$. It is known and readily verified that $V_{n}=U_{n+1}-Q U_{n-1}$ and $U_{2 n}=U_{n} V_{n}$. Thus, $U_{n+1}^{2}-Q^{2} U_{n-1}^{2}=\left(U_{n+1}+Q U_{n-1}\right)\left(U_{n+1}-Q U_{n-1}\right)=P U_{n} V_{n}$ $=P U_{2 n}$. Hence, $U_{n+1}^{2}=Q^{2} U_{n-1}^{2}+P U_{2 n}$. This gives us the desired generalization: $U_{n+1}^{2} \geq P U_{2 n}$.
Also solved by Charles Ashbacher, Michel A. Ballieu, Brian D. Beasley, Glenn Bookhout, Paul S. Bruckman, Charles K. Cook., Bill Correll, Jr., M. N. Deshpande, Steve Edwards, Piero Filipponi, Russell Jay Hendel, Norbert Jensen, Joseph J. Kostal, Harris Kwong, Carl Libis, Graham Lord, Bob Prielipp, H.-J. Seiffert, Sahib Singh, Lawrence Somer, M. N. S. Swamy, David C. Terr, and the proposer.

## $L$ Determinants

## B-761 Proposed by Richard André-Jeannin, Longwy, France

(Vol. 32, no. 2, May 1994)
Evaluate the determinants

$$
\left|\begin{array}{lllll}
L_{0} & L_{1} & L_{2} & L_{3} & L_{4} \\
L_{1} & L_{0} & L_{1} & L_{2} & L_{3} \\
L_{2} & L_{1} & L_{0} & L_{1} & L_{2} \\
L_{3} & L_{2} & L_{1} & L_{0} & L_{1} \\
L_{4} & L_{3} & L_{2} & L_{1} & L_{0}
\end{array}\right| \text { and }\left|\begin{array}{ccccc}
L_{0}^{2} & L_{1}^{2} & L_{2}^{2} & L_{3}^{2} & L_{4}^{2} \\
L_{1}^{2} & L_{0}^{2} & L_{1}^{2} & L_{2}^{2} & L_{3}^{2} \\
L_{2}^{2} & L_{1}^{2} & L_{0}^{2} & L_{1}^{2} & L_{2}^{2} \\
L_{3}^{2} & L_{2}^{2} & L_{1}^{2} & L_{0}^{2} & L_{1}^{2} \\
L_{4}^{2} & L_{3}^{2} & L_{2}^{2} & L_{1}^{2} & L_{0}^{2}
\end{array}\right| \text {. }
$$

Solution by Harris Kwong, SUNY College at Fredonia, Fredonia, NY
Let $A_{n}=\left(a_{i j}\right)$ and $B_{n}=\left(b_{i j}\right)$ be $n \times n$ matrices such that $a_{i j}=L_{|i-j|}$ and $b_{i j}=L_{|i-j|}^{2}$. The values of $\operatorname{det}\left(A_{n}\right)$ and $\operatorname{det}\left(B_{n}\right)$ can be derived as follows.

For small $n$, we have $\operatorname{det}\left(A_{1}\right)=2$ and $\operatorname{det}\left(A_{2}\right)=3$. For $n \geq 3$, subtract the sum of the second and third rows of $A_{n}$ from the first row, then subtract the difference of the first and third columns from the second column. In the modified matrix, the first row is $(-2,0, \ldots)$, and the second column is $(0,2,0, \ldots)^{\mathrm{T}}$. Hence, for $n \geq 3, \operatorname{det}\left(A_{n}\right)=-4 \operatorname{det}\left(A_{n-2}\right)$. Consequently, $\operatorname{det}\left(A_{2 n-1}\right)=$ $2(-4)^{n-1}$ and $\operatorname{det}\left(A_{2 n}\right)=3(-4)^{n-1}$.

It is straightforward to check that $\operatorname{det}\left(B_{1}\right)=4, \operatorname{det}\left(B_{2}\right)=15$, and $\operatorname{det}\left(B_{3}\right)=-250$. For $n \geq 4$, add the fourth row of $B_{n}$ to the first row, then add the third row to the second row. Since

$$
L_{n}^{2}+L_{n+3}^{2}=\left(L_{n+2}-L_{n+1}\right)^{2}+\left(L_{n+2}+L_{n+1}\right)^{2}=2\left(L_{n+2}^{2}+L_{n+1}^{2}\right),
$$

the first and second rows of the modified matrix are proportional, namely, in the ratio of $2: 1$. Thus, $\operatorname{det}\left(B_{n}\right)=0$ for $n \geq 4$.

In particular, the given determinants are $\operatorname{det}\left(A_{5}\right)=32$ and $\operatorname{det}\left(B_{5}\right)=0$, respectively.

## Also solved by Charles Ashbacher, Paul S. Bruckman, Charles K. Cook, Bill Correll, Jr.,

 Russell Jay Hendel, Norbert Jensen, Carl Libis, H.-J. Seiffert, and the proposer.
## Taylor's Series

## B-762 Proposed by Larry Taylor, Rego Park, NY

(Vol. 32, no. 2, May 1994)
Let $n$ be an integer.
(a) Generalize the numbers $(2,2,2)$ to form three three-term arithmetic progressions of integral multiples of Fibonacci and/or Lucas numbers with common differences $3 F_{n}, 5 F_{n}$, and $3 F_{n}$.
(b) Generalize the numbers $(4,4,4)$ to form two such arithmetic progressions with common differences $F_{n}$ and $F_{n}$.
(c) Generalize the numbers $(6,6,6)$ to form four such arithmetic progressions with common differences $F_{n}, 5 F_{n}, 7 F_{n}$, and $F_{n}$.

## Solution by H.-J. Seiffert, Berlin, Germany

The proofs of the statements presented in the following table are all easy and thus will be omitted.

| Arithmetic Progression | Common Difference | Generalizes $(\boldsymbol{n}=\mathbf{0})$ |
| :---: | :---: | :---: |
| $\left(-2 F_{n-2}, L_{n}, 2 F_{n+2}\right)$ | $3 F_{n}$ | $(2,2,2)$ |
| $\left(-2 L_{n-1}, L_{n}, 2 L_{n+1}\right)$ | $5 F_{n}$ | $(2,2,2)$ |
| $\left(2 F_{n-1}, F_{n+3}, 2 L_{n+1}\right)$ | $3 F_{n}$ | $(2,2,2)$ |
| $\left(2 F_{n+3}, L_{n+3}, 4 F_{n+2}\right)$ | $F_{n}$ | $(4,4,4)$ |
| $\left(-4 F_{n-2},-L_{n-3}, 2 F_{n-3}\right)$ | $F_{n}$ | $(4,4,4)$ |
| $\left(2 L_{n+2}, 3 F_{n+3}, 2 F_{n+4}\right)$ | $F_{n}$ | $(6,6,6)$ |
| $\left(2 L_{n-2}, 3 L_{n}, 2 L_{n+2}\right)$ | $5 F_{n}$ | $(6,6,6)$ |
| $\left(-2 F_{n-4}, 3 L_{n}, 2 F_{n+4}\right)$ | $7 F_{n}$ | $(6,6,6)$ |
| $\left(-2 F_{n-4}, 3 F_{n-3}, 2 L_{n-2}\right)$ | $F_{n}$ | $(6,6,6)$ |

Editorial Comment: Larry Taylor asked about three-term arithmetic progressions such that
(1) each term is an integral multiple of either $F_{n+a}$ or $L_{n+a}$ for some integer $a$;
(2) the common difference is a positive integral multiple of $F_{n}$;
(3) the values assumed by the terms when $n=0$ are positive, equal, and do not exceed 6 .

He conjectured that all such arithmetic progressions are given by the solutions of problems B-762 and H-422 (The Fibonacci Quarterly 28.3 [1990]:285-87).

Bruckman investigated this problem and came up with the following table of arithmetic progressions of the form $\left(a_{1} H_{n+b_{1}}, a_{2} J_{n+b_{2}}, a_{3} K_{n+b_{3}}\right)$ with common difference $c F_{n}$ and where $H, J$, and $K$ are each either " $F$ " or " $L$ ". When $n=0$, these progressions reduce to $(e, e, e)$.

| $a_{1}$ | $H$ | $b_{1}$ | $a_{2}$ | $J$ | $b_{2}$ | $a_{3}$ | $K$ | $b_{3}$ | $c$ | $e$ |
| :---: | :---: | ---: | :---: | :---: | ---: | :--- | :--- | :--- | :--- | :--- |
| -1 | $L$ | -1 | -1 | $F$ | -2 | 1 | $F$ | -1 | 1 | 1 |
| -1 | $F$ | -2 | +1 | $F$ | -1 | 1 | $F$ | +1 | 1 | 1 |
| +1 | $F$ | -1 | +1 | $F$ | +1 | 1 | $F$ | +2 | 1 | 1 |
| +1 | $F$ | +1 | +1 | $F$ | +2 | 1 | $L$ | +1 | 1 | 1 |
| -1 | $L$ | -1 | +1 | $F$ | -1 | 1 | $F$ | +2 | 2 | 1 |
| -1 | $F$ | -2 | +1 | $F$ | +1 | 1 | $L$ | +1 | 2 | 1 |
| -2 | $F$ | -2 | +1 | $F$ | -3 | 2 | $F$ | -1 | 1 | 2 |
| +1 | $F$ | -3 | +2 | $F$ | -1 | 1 | $L$ | 0 | 1 | 2 |
| +2 | $F$ | -1 | +1 | $L$ | 0 | 2 | $F$ | +1 | 1 | 2 |
| +1 | $L$ | 0 | +2 | $F$ | +1 | 1 | $F$ | +3 | 1 | 2 |
| +2 | $F$ | +1 | +1 | $F$ | +3 | 2 | $F$ | +2 | 1 | 2 |
| +1 | $F$ | -3 | +1 | $L$ | 0 | 1 | $F$ | +3 | 2 | 2 |
| -2 | $L$ | -1 | +1 | $F$ | -3 | 2 | $F$ | +1 | 3 | 2 |
| -2 | $F$ | -2 | +1 | $L$ | 0 | 2 | $F$ | +2 | 3 | 2 |
| +2 | $F$ | -1 | +1 | $F$ | +3 | 2 | $L$ | +1 | 3 | 2 |
| -2 | $L$ | -1 | +1 | $L$ | 0 | 2 | $L$ | +1 | 5 | 2 |
| -3 | $F$ | -2 | -1 | $F$ | -4 | 1 | $L$ | -2 | 1 | 3 |
| -1 | $F$ | -4 | +1 | $L$ | -2 | 3 | $F$ | -1 | 1 | 3 |
| +3 | $F$ | +1 | +1 | $L$ | +2 | 1 | $F$ | +4 | 1 | 3 |
| +1 | $L$ | +2 | +1 | $F$ | +4 | 3 | $F$ | +2 | 1 | 3 |
| -3 | $L$ | -1 | +1 | $L$ | -2 | 1 | $L$ | +2 | 5 | 3 |
| +1 | $L$ | -2 | +1 | $L$ | +2 | 3 | $L$ | +1 | 5 | 3 |
| -4 | $F$ | -2 | -1 | $L$ | -3 | 2 | $F$ | -3 | 1 | 4 |
| +2 | $F$ | +3 | +1 | $L$ | +3 | 4 | $F$ | +2 | 1 | 4 |
| -4 | $L$ | -1 | -1 | $L$ | -3 | 2 | $L$ | 0 | 5 | 4 |
| -1 | $L$ | -3 | +2 | $L$ | 0 | 1 | $L$ | +3 | 5 | 4 |
| +2 | $L$ | 0 | +1 | $L$ | +3 | 4 | $L$ | +1 | 5 | 4 |
| -2 | $F$ | -4 | +3 | $F$ | -3 | 2 | $L$ | -2 | 1 | 6 |
| +2 | $L$ | +2 | +3 | $F$ | +3 | 2 | $F$ | +4 | 1 | 6 |
| +2 | $L$ | -2 | +3 | $L$ | 0 | 2 | $L$ | +2 | 5 | 6 |
| -2 | $F$ | -4 | +3 | $L$ | 0 | 2 | $F$ | +4 | 7 | 6 |

He believes the list is exhaustive [for $e \leq 6$ and $\operatorname{gcd}\left(a_{1}, a_{2}, a_{3}\right)=1$ ] but does not have a proof. The editor did a computer search and did not find any additional examples even if condition (2) is dropped.

## Also solved by Paul S. Bruckman and the proposer.

Matrix Power

## B-763 Proposed by Juan Pla, Paris, France

(Vol. 32, no. 2, May 1994)
Let

$$
A=\left(\begin{array}{cc}
e^{i \pi / 3} & \sqrt{2} \\
\sqrt{2} & e^{-i \pi / 3}
\end{array}\right) .
$$

Express $A^{n}$ in terms of Fibonacci and/or Lucas numbers.

## Solution by H.-J. Seiffert, Berlin, Germany

The answer is

$$
\begin{equation*}
A^{n}=F_{n} A+F_{n-1} I, \tag{1}
\end{equation*}
$$

where $I$ denotes the identity matrix.
We prove this result for any matrix $A$ of the form

$$
A=\left(\begin{array}{cc}
a & c \\
b & 1-a
\end{array}\right)
$$

with determinant -1 (which is true of our present proposal).
By direct calculation, we have $A^{2}=A+I$ since $\operatorname{det} A=-1$, so equation (1) is true for $n=2$. It is also clearly true for $n=1$. We proceed by induction. Assume that equation (1) holds for some $n$. Then $A^{n+1}=A^{n} A=\left(F_{n} A+F_{n-1} I\right) A=F_{n} A^{2}+F_{n-1} A=F_{n}(A+I)+F_{n-1} A=\left(F_{n}+F_{n-1}\right) A+$ $F_{n} I=F_{n+1} A+F_{n} I$ and equation (1) holds for $n+1$. Thus it is true for all positive integral $n$.

Seiffert also showed that equation (1) is true for all negative $n$ as well. We omit the proof.
Also solved by Brian D. Beasley, Paul S. Bruckman, Charles K. Cook, Steve Edwards, Piero Filipponi, Russell Jay Hendel, Norbert Jensen, Hans Kappus, Murray S. Klamkin, Joseph J. Kostal, Bob Prielipp, M. N. S. Swamy, and the proposer.

## Secret Treasures Hidden in Pascal's Triangle

B-764 Proposed by Mark Bowron, Tucson, AZ
(Vol. 32, no. 2, May 1994)
Consider row $n$ of Pascal's triangle, where $n$ is a fixed positive integer. Let $S_{k}$ denote the sum of every fifth entry, beginning with the $k^{\text {th }}$ entry, $\binom{n}{k}$. If $0 \leq i<j<5$, show that $\left|S_{i}-S_{j}\right|$ is always a Fibonacci number.

## Solution by the proposer, Channelview, TX

For $n \geq 1$, let $s_{k}(n)$ be the sum of every fifth entry in row $n$ (including entries outside Pascal's triangle, which by convention are all zero) that includes $\left(\left\lfloor{ }_{n / 2}\right\rfloor_{-2-k}^{n}\right)$ as a summand $(0 \leq k<5)$. The following hold by symmetry of Pascal's triangle:

$$
\begin{array}{cc}
\frac{n \text { even }}{} & \underline{n \text { odd }} \\
s_{0}(n)=s_{4}(n) & s_{1}(n)=s_{4}(n) \\
s_{1}(n)=s_{3}(n) & s_{2}(n)=s_{3}(n)
\end{array}
$$

Define $D_{0}(n)=s_{1}(n)-s_{0}(n), D_{1}(n)=s_{2}(n)-s_{1}(n)$, and $D_{2}(n)=s_{2}(n)-s_{0}(n)$. By the above, it suffices to show that $D_{0}(n), D_{1}(n)$, and $D_{2}(n)$ are Fibonacci numbers for each $n \geq 1$. Claim:

\[

\]

The proof is by induction on $n$. The claim is easily seen to hold for $n=1$. Let $n>1$ and assume that the claim holds for all positive integers less than $n$.

Suppose $n$ is even. By the recursion that defines Pascal's triangle, we have

$$
\begin{aligned}
& s_{0}(n)=s_{0}(n-1)+s_{1}(n-1), \\
& s_{1}(n)=s_{1}(n-1)+s_{2}(n-1), \\
& s_{2}(n)=s_{2}(n-1)+s_{3}(n-1)=2 s_{2}(n-1) .
\end{aligned}
$$

Thus, by the induction hypothesis and previous results,

$$
\begin{aligned}
D_{0}(n) & =s_{1}(n)-s_{0}(n)=s_{1}(n-1)+s_{2}(n-1)-s_{0}(n-1)-s_{1}(n-1) \\
& =D_{0}(n-1)+D_{1}(n-1)=F_{n-2}+F_{n-1}=F_{n} \\
D_{1}(n) & =s_{2}(n)-s_{1}(n)=2 s_{2}(n-1)-s_{1}(n-1)-s_{2}(n-1) \\
& =D_{1}(n-1)=F_{n-1} ; \\
D_{2}(n) & =s_{2}(n)-s_{0}(n)=2 s_{2}(n-1)-s_{0}(n-1)-s_{1}(n-1) \\
& =D_{2}(n-1)+D_{1}(n-1)=F_{n}+F_{n-1}=F_{n+1} .
\end{aligned}
$$

The equations for odd $n$ are similar. This completes the proof.
Also solved by Paul S. Bruckman, Norbert Jensen, and H.-J. Seiffert.

## An Expansion of $e$

B-765 Proposed by Mohammad K. Azarian, University of Evansville, Evansville, IN (Vol. 32, no. 2, May 1994)

Let $m$ and $n$ be positive integers greater than 1, and let $x=F_{m n} /\left(F_{m} F_{n}\right)$. What famous constant is represented by

$$
\left[\sum_{i=0}^{\infty}\left(\sum_{j=0}^{i} \frac{1}{j!}\right)\left(\frac{1}{x^{i}}-\frac{1}{x^{i+1}}\right)\right]^{x} ?
$$

## Solution by Norbert Jensen, Kiel, Germany

For $m, n>1$, we have $F_{m n} \geq F_{m+n}=F_{m} F_{n+1}+F_{m-1} F_{n}>F_{m} F_{n}$. Thus $x>1$ and all the terms of the series are positive. We may thus rearrange the order of summation.

We find that for any $x>1$,

$$
\begin{aligned}
{\left[\sum_{i=0}^{\infty}\left(\sum_{j=0}^{i} \frac{1}{j!}\right)\left(\frac{1}{x^{i}}-\frac{1}{x^{i+1}}\right)\right]^{x} } & =\left[\sum_{i=0}^{\infty}\left(\sum_{j=0}^{i} \frac{1}{j!}\right) \frac{1}{x^{i}}\left(1-\frac{1}{x}\right)\right]^{x}=\left(\frac{x-1}{x}\right)^{x}\left[\sum_{i=0}^{\infty}\left(\sum_{j=0}^{i} \frac{1}{j!}\right) \frac{1}{x^{i}}\right]^{x} \\
& =\left(\frac{x-1}{x}\right)^{x}\left[\sum_{j=0}^{\infty} \frac{1}{j!} \sum_{i=j}^{\infty} \frac{1}{x^{i}}\right]^{x}=\left(\frac{x-1}{x}\right)^{x}\left[\sum_{j=0}^{\infty} \frac{x^{-j}}{j!} \frac{x}{x-1}\right]^{x} \\
& =\left(\frac{x-1}{x}\right)^{x}\left[\frac{x}{x-1} e^{1 / x}\right]^{x}=e
\end{aligned}
$$

Thus the magic constant is $e$.
Also solved by O. Brugia and P. Filipponi (jointly), Paul S. Bruckman, Bill Correll, Jr., Steve Edwards, Russell Jay Hendel, Hans Kappus, Carl Libis, H.-J. Seiffert, and the proposer.
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## PROBLEMS PROPOSED IN THIS ISSUE

## H-499 Proposed by Paul S. Bruckman, Edmonds, WA

Given $n$ a natural number, $n$ is a Lucas pseudoprime (LPP) if it is composite and satisfies the following congruence:

$$
\begin{equation*}
L_{n} \equiv 1 \quad(\bmod n) \tag{1}
\end{equation*}
$$

If $\operatorname{gcd}(n, 10)=1$, the Jacobi symbol $(5 / n)=\varepsilon_{n}$ is given by the following:

$$
\varepsilon_{n}= \begin{cases}1 & \text { if } n \equiv \pm 1(\bmod 10) \\ -1 & \text { if } n \equiv \pm 3(\bmod 10)\end{cases}
$$

Given $\operatorname{gcd}(n, 10)=1, n$ is a Fibonacci pseudoprime (FPP) if it is composite and satisfies the following congruence:

$$
\begin{equation*}
F_{n-\varepsilon_{n}} \equiv 0 \quad(\bmod n) \tag{2}
\end{equation*}
$$

Define the following sequences for $e=1,2, \ldots$ :

$$
\begin{gather*}
u=u_{e}=F_{3^{e+1}} / F_{3^{e}} ;  \tag{3}\\
v=v_{e}=L_{3^{e+1}} / L_{3^{e}} ;  \tag{4}\\
w=w_{e}=F_{2 \cdot 3^{e+1}} / F_{2 \cdot 3^{e}}=u v . \tag{5}
\end{gather*}
$$

Prove the following for all $e \geq 1$ :
(i) $u$ is a FPP and a LPP, provided it is composite;
(ii) same statement for $v$;
(iii) $w$ is a FPP but not a LPP.

## H-500 Proposed by H.-J. Seiffert, Berlin, Germany

Define the Fibonacci polynomials by $F_{0}(x)=0, F_{1}(x)=1, F_{n}(x)=x F_{n-1}(x)+F_{n-2}(x)$, for $n \geq 2$. Show that for all complex numbers $x$ and all nonnegative integers $n$,

$$
\begin{equation*}
\sum_{k=0}^{[n / 2]}\binom{2 n+2}{n-2 k} F_{2 k+1}(x)=x^{n} F_{n+1}(4 / x) \tag{1}
\end{equation*}
$$

where [ ] denotes the greatest integer function.
As special cases of (1), obtain the following identities:

$$
\begin{gather*}
\sum_{k=0}^{[n / 2]}\binom{2 n+2}{n-2 k} F_{2 k+1}=\frac{1}{2} F_{3 n+3} ;  \tag{2}\\
\sum_{k=0}^{[n / 2]}\binom{2 n+2}{n-2 k} F_{6 k+3}=2^{2 n+1} F_{n+1} ;  \tag{3}\\
\sum_{k=0}^{[n / 2]}\binom{2 n+2}{n-2 k} L_{4 k+2}=\frac{1}{2}\left(5^{n+1}-(-1)^{n+1}\right) . \tag{4}
\end{gather*}
$$

## H-501 Proposed by Paul S. Bruckman, Edmonds, WA

Define the following sequences for $e=1,2, \ldots$ :
(i) $u=u_{e}=F_{\mathrm{s}^{e+1}} / 5 F_{\mathrm{s}^{e}}$;
(ii) $v=v_{e}=L_{5^{+}+1} / L_{5^{e}}$;
(iii) $w=w_{e}=F_{2 \cdot 5^{e+1}} / 5 F_{2 \cdot 5^{e}}=u v$.

Prove the following:
(a) If $u$ is composite, it is both a Fibonacci pseudoprime (FPP) and a Lucas pseudoprime (LPP); see Problems H-496 and H-498 for definitions of FPP's and LPP's.
(b) Same problem for $v$.
(c) Show that $w$ is a FPP but not a LPP.

## H-502 Proposed by Zdzislaw W. Trzaska, Warsaw, Poland

Given two sequences of polynomials in complex variable $z \in C$ defined recursively as

$$
\begin{equation*}
T_{k}(z)=\sum_{m=0}^{k} a_{k m} z^{m}, k=0,1,2, \ldots \tag{1}
\end{equation*}
$$

with $T_{0}(z)=1$ and $T_{1}(z)=(1+z) T_{0}$, and

$$
\begin{equation*}
P_{k}(z)=\sum_{m=0}^{k} b_{k m} z^{m}, k=0,1,2, \ldots \tag{2}
\end{equation*}
$$

with $P_{0}(z)=0$ and $P_{1}(z)=1$.
Prove that for all $z \in C$ and $k=0,1,2, \ldots$, the equality

$$
\begin{equation*}
P_{k}(z) T_{k-1}(z)-T_{k}(z) P_{k-1}(z)=1 \tag{3}
\end{equation*}
$$

holds.

## SOLUTIONS

## Eventually

## H-485 Proposed by Paul S. Bruckman, Edmonds, WA

(Vol. 32, no. 1, February 1994)
If $x$ is an unspecified large positive real number, obtain an asymptotic evaluation for the sum $S(x)$, where

$$
\begin{equation*}
S(x)=\sum_{p \leq x}(-1)^{Z(p)} \tag{1}
\end{equation*}
$$

here, the $p$ 's are prime and $Z(p)$ is the Fibonacci entry-point of $p$ (the smallest positive $n$ such that $\left.p \mid F_{n}\right)$.

## Solution by the proposer

Let $\mathscr{L}=\left\{L_{n}\right\}_{n \geq 0}$ denote the Lucas sequence. It is well known that $Z(p)$ is even iff $p \in \rho(\mathscr{L})$, where $\rho(\mathscr{L})$ denotes the set of primes $p$ such that $p$ divides an element of $\mathscr{L}$. Let $\pi_{\mathscr{L}}(x)$ denote the number of primes $p \in \rho(\mathscr{L})$ with $p \leq x$; also, $\pi(x)$ denotes the number of $p \leq x$. The density of $\rho(\mathscr{L})$ is defined as $\lim _{x \rightarrow \infty} \pi_{\mathscr{L}}(x) / \pi(x) \equiv \theta_{\mathscr{L}}$, assuming such a limit exists.

In 1985, Lagarias showed [1], among other things, that $\theta_{\mathscr{L}}=2 / 3$. We see that this result is equivalent to the following:

$$
\begin{equation*}
\lim _{x \rightarrow \infty} A(x) / \pi(x)=\theta_{\mathscr{L}}=2 / 3 \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
A(x) \equiv \sum_{\substack{p \leq x \\ Z(p) \text { even }}} 1 ; \text { also, } B(x) \equiv \sum_{\substack{p \leq x \\ Z(p) \text { odd }}} 1 . \tag{3}
\end{equation*}
$$

Also note that $A(x)-B(x)=S(x)$ and $A(x)+B(x)=\pi(x)$. Moreover, we recall the famous Prime Number Theorem, namely,

$$
\begin{equation*}
\pi(x) \sim \frac{x}{\log x} \quad(\text { as } x \rightarrow \infty) \tag{4}
\end{equation*}
$$

Consequently, we see that

$$
A(x) \sim \frac{2 x}{3 \log x}, \quad B(x) \sim \frac{x}{3 \log x}, \quad \text { and } \quad S(x) \sim B(x)
$$

or:

$$
\begin{equation*}
S(x) \sim \frac{x}{3 \log x} \tag{5}
\end{equation*}
$$

## Reference

1. J. C. Lagarias. "The Set of Primes Dividing the Lucas Numbers Has Density 2/3." Pacific J. Math. 118 (1985):19-23.

## Long Range PI

## H-486 Proposed by Piero Filipponi, Rome, Italy

(Vol. 32, no. 2, May 1994)
Let the terms of the sequence $\left\{Q_{k}\right\}$ be defined by the second-order recurrence relation $Q_{k}=$ $2 Q_{k-1}+Q_{k-2}$ with initial conditions $Q_{0}=Q_{1}=1$. Find restrictions on the positive integers $n$ and $m$ for

$$
T(n, m)=\sum_{k=1}^{\infty} \frac{k^{2} n^{k} Q_{k}}{m^{k}}
$$

to converge, and, under these restrictions, evaluate this sum. Moreover, find the set of all couples ( $n_{i}, m_{i}$ ) for which $T\left(n_{i}, m_{i}\right)$ is an integer.

## Solution by Charles K. Cook, University of South Carolina at Sumter, Sumter, SC

The ratio test shows that the series will converge if

$$
\frac{n}{m}<\sqrt{2}-1 \approx .4142 . \text { Thus, }\left|\frac{n}{m}(1 \pm \sqrt{2})\right|<1
$$

Since $Q_{k}=\frac{1}{2}\left[(1+\sqrt{2})^{k}+(1-\sqrt{2})^{k}\right]$, it follows from the summation formula

$$
\sum_{k=1}^{\infty} k^{2} x^{k}=\frac{x(1+x)}{(1-x)^{3}},|x|<1
$$

that

$$
T=\sum_{k=1}^{\infty} k^{2}\left(\frac{n}{m}\right)^{k} Q_{k}=\frac{1}{2}\left(\sum_{k=1}^{\infty} k^{2}\left[\frac{n}{m}(1+\sqrt{2})\right]^{k}+\sum_{k=1}^{\infty} k^{2}\left[\frac{n}{m}(1-\sqrt{2})\right]^{k}\right)
$$

simplifies to

$$
T(n, m)=\frac{n m\left(m^{2}+n^{2}\right)\left(m^{2}+6 m n-n^{2}\right)}{\left(m^{2}-2 m n-n^{2}\right)}
$$

The only values of ( $n, m$ ) for which $T$ will be integral are those satisfying $m^{2}-2 m n-n^{2}=1$ or $(n-m)^{2}=1+2 n^{2}$. The equation

$$
x^{2}-2 n^{2}=1
$$

is a Pell equation with the fundamental solution $x_{1}=3$ and $n_{1}=2$. Thus, the solution set $\left\{\left(x_{k}, n_{k}\right)\right\}$ is generated from

$$
x_{k}+y_{k} \sqrt{2}=(3+2 \sqrt{2})^{k} .
$$

Since $m=x+n$ all pairs $(n, m)$ leading to the integral values of $T(n, m)$ are determined. The first four are $(2,5),(12,29),(70,169)$, and $(408,985)$. The first three integral values of $T$ are 23490, 954642300 , and 37463036986830.

Also solved by P. Bruckman, H.-J. Seiffert, and the proposer (partial solution).

## Nice Couples

## H-487 Proposed by Stanley Rabinowitz, MathPro Press, Westford, MA

(Vol. 32, no. 2, May 1994)
Suppose $H_{n}$ satisfies a second-order linear recurrence with constant coefficients. Let $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}, i=1,2, \ldots, r$, be integer constants and let $f\left(x_{0}, x_{1}, x_{2}, \ldots, x_{r}\right)$ be a polynomial with integer coefficients. If the expression

$$
f\left((-1)^{n}, H_{a_{1} n+b_{1}}, H_{a_{2} n+b_{2}}, \ldots, H_{a_{r} n+b_{r}}\right)
$$

vanishes for all integers $n>N$, prove that the expression vanishes for all integral $n$.
[As a special case, if an identity involving Fibonacci and Lucas numbers is true for all positive subscripts, then it must also be true for all negative subscripts as well.]

## Solution by Paul S. Bruckman, Edmonds, WA

Let $\underline{H}_{n}=\left\{(-1)^{n}, H_{a_{1} n+b_{1}}, H_{a_{2} n+b_{2}}, \ldots, H_{a_{r} n+b_{r}}\right\}$ and $f_{n} \equiv f\left(\underline{H}_{n}\right)$. Also, let $\Pi_{n}$ denote any product of the form $(-1)^{n e_{0}} H_{a_{1} n+b_{1}}^{e_{1}} \cdots H_{a_{r} n+b_{r}}^{e_{r}}, e_{i} \geq 0$ and integers. Since $H_{n}$ has a nullifying (i.e., characteristic) polynomial satisfying the recurrence relation $P(E)\left(H_{n}\right)=0$ (here $E$ is the unit "right-shift" operator, with $n$ the operand, and $P$ is a polynomial with constant coefficients, of second degree), it follows that $H_{a_{i} n+b_{i}}$ also has a nullifying polynomial; then so does $H_{a_{i} n+b_{i}}^{e_{i}}$, where the integers $e_{i}$ are nonnegative. The same is true for $(-1)^{n e_{0}}$, for which the nullifying polynomial is $E-(-1)^{e_{0}}$. Then any product $\Pi_{n}$ has a nullifying polynomial; since $f_{n}$ is a sum of products of the form $\Pi_{n}$, it follows that $f_{n}$ itself has a nullifying polynomial, say $G(x)$. Thus, $G(E)\left(f_{n}\right)=0$ for all $n$. We may suppose that $G(x)=\sum_{j=m}^{M} c_{j} x^{j}$, where $M \geq m \geq 0, c_{m} \neq 0, c_{M} \neq 0$. We consider two possibilities:
(a) $m=M$-then $G(E)\left(f_{n}\right)=c_{m} f_{m+n}=0$ for all $n$, which implies $f_{n}=0$ for all $n$;
(b) $M>m \geq 0$. Then $G(E)\left(f_{N-m}\right)=\sum_{j=m}^{M} c_{j} f_{N-m+j}=c_{m} f_{N}=0$, since $f_{N+1}=f_{N+2}=\cdots=0$, by hypothesis. Thus, $f_{N}=0$.

We may repeat the process (i.e., setting $n=N-1-m, N-2-m$, etc.), and conclude that $f_{n}=0$ for all $n$. Q.E.D.

## Pseudo Nim

## H-488 Proposed by Paul S. Bruckman, Edmonds, WA

(Vol. 32, no. 4, August 1994)
The Fibonacci pseudoprimes (FPP's) are those composite integers $n$ with $\operatorname{gcd}(n, 10)=1$ and satisfying the following congruence:

$$
\begin{equation*}
F_{n-\varepsilon_{n}} \equiv 0(\bmod n), \tag{i}
\end{equation*}
$$

where

$$
\varepsilon_{n}= \begin{cases}1 & \text { if } n \equiv \pm 1(\bmod 10), \\ -1 & \text { if } n \equiv \pm 3(\bmod 10) .\end{cases}
$$

$$
\left[\text { Thus, } \varepsilon_{n}=\left(\frac{5}{n}\right),\right. \text { a Jacobi symbol.] }
$$

Given a prime $p>5$, prove that $u=\frac{1}{3} L_{2_{p}}$ is a FPP if $u$ is composite.
The Lucas pseudoprimes (LPP's) are those composite positive integers $n$ satisfying the following congruence:

$$
\begin{equation*}
L_{n} \equiv 1(\bmod n) . \tag{ii}
\end{equation*}
$$

Given a prime $p>5$, prove that $u=\frac{1}{3} L_{2_{p}}$ is a LPP if $u$ is composite.

## Solution by Norbert Jensen, Kiel, Germany

Step 0: 3 divides $L_{2 p}$; hence, $u$ is always an integer.
Proof: Consider the Lucas numbers modulo 3: $L_{0}=2, L_{1}=1, L_{2} \equiv 0, L_{3} \equiv 1, L_{4} \equiv 1, L_{5} \equiv 2$, $L_{6} \equiv 0, L_{7} \equiv 2, L_{8} \equiv 2=L_{0}, L_{9} \equiv 1=L_{1}(\bmod 3)$. Hence, $\left(L_{n}\right)_{n \in \mathbb{N}_{0}}$ has period length 8 modulo 3 and $L_{n} \equiv 0(\bmod 3)$ if and only if $n \equiv 2$ or $n \equiv 6(\bmod 8)$. But as $p \equiv 1$ or $\equiv 3(\bmod 4)$, it is clear that $2 p \equiv 2$ or $2 p \equiv 6(\bmod 8)$ Q.E.D. (Step 0$)$

Suppose that $u$ is composite. We have to show that $u$ is a FPP and a LPP.
Step 1: We show that $u \equiv 1(\bmod 10)$. Hence, $\operatorname{gcd}(u, 10)=1$.
Proof: Consider the residues of $\left(L_{n}\right)_{n \in \mathbb{N}_{0}} \bmod 10: L_{0}=2, L_{1}=1, L_{2}=3, L_{3}=4, L_{4} \equiv-3$, $L_{5} \equiv 1, L_{6} \equiv-2, L_{7} \equiv-1, L_{8} \equiv-3, L_{9} \equiv-4, L_{10} \equiv 3, L_{11} \equiv-1, L_{12} \equiv 2=L_{0}, L_{13} \equiv 1=L_{1}$. Hence, the sequence $\left(L_{n}\right)_{n \in \mathbb{N}_{0}}$ has period length $12 \bmod 10$. As $p$ is either $\equiv 1$ or $\equiv-1 \bmod 6$, it follows that $2 p$ is either $\equiv 2$ or $\equiv-2 \bmod 12$. Hence, $L_{2 p} \equiv L_{2}=3$ or $L_{2 p} \equiv L_{10} \equiv 3 \bmod 10$. Cancelling 3 in the above congruences shows that $u \equiv 1(\bmod 10)$. Q.E.D. (Step 1$)$

In particular, we have $\varepsilon_{u}=1$. So to prove that $u$ is a FPP and a LPP, we have to demonstrate that $F_{u-1} \equiv 0, L_{u} \equiv 1(\bmod u)$.

Step 2: We show that $L_{8 p} \equiv 2, L_{8 p+1} \equiv 1, F_{8 p} \equiv 0, F_{8 p+1} \equiv 1(\bmod u)$. Hence, $8 p$ is a common period of the Lucas and the Fibonacci sequence modulo $u$.
(Actually, it can be shown that-in terms of algebraic number theory-the order of $\alpha$ modulo the ideal $u \mathbb{Z}[\alpha]$ in $\mathbb{Z}[\alpha]$ is $8 p$.)

Proof: From the definition of $u$, it follows that $\alpha^{2 p}+\beta^{2 p}=L_{2 p}=3 u$ or $\alpha^{2 p}=-\beta^{2 p}+3 u$. By multiplication with $(1 / \beta)^{2 p}=(-\alpha)^{2 p}=\alpha^{2 p}$, we obtain $\alpha^{4 p}=-1+3 u \alpha^{2 p}$. Squaring both sides, we arrive at

$$
\begin{equation*}
\alpha^{8 p}=1-6 u \alpha^{2 p}+9 u^{2} \alpha^{4 p} . \tag{2.1}
\end{equation*}
$$

Exchanging $\alpha$ and $\beta$ in these operations leads to

$$
\begin{equation*}
\beta^{8 p}=1-6 u \beta^{2 p}+9 u^{2} \beta^{4 p} . \tag{2.2}
\end{equation*}
$$

Multiplying (2.1) and (2.2) by $\alpha$ and $\beta$, respectively, we obtain

$$
\begin{align*}
& \alpha^{8 p+1}=\alpha-6 u \alpha^{2 p+1}+9 u^{2} \alpha^{4 p+1} .  \tag{2.3}\\
& \beta^{8 p+1}=\beta-6 u \beta^{2 p+1}+9 u^{2} \beta^{4 p+1} . \tag{2.4}
\end{align*}
$$

Summing up (2.1), (2.2) and (2.3), (2.4) gives $L_{8 p} \equiv 2(\bmod u), L_{8 p+1} \equiv 1(\bmod u)$. Now, subtracting (2.2) from (2.1) and (2.4) from (2.3) and multiplying with $\alpha-\beta=\sqrt{5}$ gives $5 F_{8 p} \equiv 0$ $(\bmod u), 5 F_{8 p+1} \equiv 5(\bmod u)$. By Step 1, 5 does not divide $u$; hence, we cancel 5 in the above congruences. Thus, $F_{8 p} \equiv 0, F_{8 p+1} \equiv 1(\bmod u)$. Q.E.D. (Step 2)

It remains to show that $u \equiv 1(\bmod 8 p)$.
Splitting up into congruences modulo prime powers, we obtain the following results (i.e., Steps 3 and 4).
Step 3: We show that $L_{2 p} \equiv 3(\bmod 8)$.
Proof: First, we determine the period length of $\left(L_{n}\right)_{n \in \mathbb{N}_{0}} \bmod 8$. We have $L_{0}=2, L_{1}=1$, $L_{2}=3, L_{3}=4, L_{4} \equiv-1, L_{5} \equiv 3, L_{6} \equiv 2, L_{7} \equiv-3, L_{8} \equiv-1, L_{9} \equiv 4, L_{10} \equiv 3, L_{11} \equiv-1, L_{12} \equiv 2=L_{0}$, $L_{13} \equiv 1=L_{1}(\bmod 8)$. Hence, 12 is the period length of $\left(L_{n}\right)_{n \in \mathbb{N}_{0}}$. Since $p>5$, we just have to consider the following two cases:

Case 1: $p \equiv 1(\bmod 6)$. Then $2 p \equiv 2(\bmod 12)$ and $L_{2 p} \equiv L_{2}=3(\bmod 8)$.
Case 2: $p \equiv-1(\bmod 6)$. Then $2 p \equiv 10(\bmod 12)$ and $L_{2 p} \equiv L_{10}=3(\bmod 8)$.
Q.E.D. (Step 3)

Step 4: We show that $L_{2 p} \equiv 3(\bmod p)$.
Proof: We need the following two facts:

$$
\begin{gather*}
L_{2 p}=2^{1-2 p} \sum_{\substack{j=0 \\
j=0(\bmod 2)}}^{2 p}\binom{2 p}{j} 5^{j / 2} ;  \tag{4.1}\\
\binom{2 p}{j} \equiv 0(\bmod p) \text { if either } o<j<p \text { or } p<j<2 p . \tag{4.2}
\end{gather*}
$$

From these facts, it follows (using Fermat's theorem) that

$$
4 \cdot L_{2 p} \equiv 2^{2 p} L_{2 p} \equiv 2 \cdot\left(1+5^{p}\right) \equiv 2 \cdot 6(\bmod p)
$$

Since $p$ and 4 are coprime, we can cancel 4 on both sides of the congruence; whence the assertion follows. Q.E.D. (Step 4)

Step 5: Using Steps 3 and 4 , we obtain $L_{2 p} \equiv 3(\bmod 8 p)$. Now, by Step 0 , and since 3 and $8 p$ are coprime, it follows that $u \equiv 1(\bmod 8 p)$.

Step 6: Applying Steps 2 and 5 , we see that $L_{u} \equiv L_{1}=1(\bmod u)$ and $F_{u-1} \equiv 0(\bmod u)$. Q.E.D.
Also solved by H.-J. Seiffert and the proposer.
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