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A CONJECTURE IN GAME THEORY 

MURRAY HOCHBERG 
Brooklyn College, Brooklyn, NY 11210 

We consider a team composed of n players, with each member playing the 
same r games, G±9 G2, .•.9 Gr. We assume that each game Gj has two possible 
outcomes, success and failure, and that the probability of success in game 
Gj is equal to p. for each player. We let X^j be equal to one (1) if player 
i has a success in game J and let X^j be equal to zero (0) if player i has a 
failure in game J. We assume throughout this paper that the random variables 
Xij , i = 1, 2, ..., n, j = 1, 2, ..., r are independent. 

Let Sjn denote the total number of successes in the jth game. We define 
the point-value of a team to be 

yn = min Sjn . 
l<,3<^v 

This means that the point-value of a team is equal to the minimum number of 
successes in any particular game. Clearly, 

and 
PiSj„ = m} = (")pj"(l - Ppn~\ rn = 0, 1, 2, . . . , n, 

n-1 

(1) E[Vn] = £feP{Y„ = k] = ] T p { ^ > k} 

k=0 k=0 

n-1 

= X P{Sm > k, S2n > k, ..., Srn > k) 
k = 0 
n - 1 r 

= X UPiSjn > k] 
k=0 J=1 

- 1 

fc = 0 J = 1 m-k + l V " / 

It follows from the definition of ̂ n that the expected point-value for 
a team is an increasing function of n, i.e., 

tf[Yn] < E[Vn+1], n = 1, 2, 3, ... . 

Since a team can add players in order to increase its expected point-value, 
it seems reasonable to define the score to be the expected point-value per 
player. Namely, we denote the score by 
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(2) *„-££ n ZQp^-pp 

Thus, from (1), we obtain 

n - 1 r 
1 "V̂  n \^ l'n\..myi yi-m 

j 
' k = 0 j = 1 m = fc + l v' v 

It is not obvious from (2) how the score varies as the number of players in-
creases. We now prove that Wn is a strictly increasing function of n in the 
special case v = 2 and p1 = p2. We first prove three lemmas, which are also 
of independent interest. 

Lejfnma 1: Let a team be composed of j players, with each member playing the 
same two games, Gx and Gz, Let the probability of success for each player in 
both games 6?1 and G2 be equal and be denoted by p. Let uj - P{Slj- = S2j}* 
for all positive integers j. Then 

r2U 

/

III 

\p + qe"\VdS = uj 

P{Si. = m] = rJp^a - py~m, m = 0 , 1, 2 , . . . , j , i = 1, 2 , 

where q = 1 - p . 

Vnxw£} Using t h e f a c t t h a t 

and t h e independence of t h e random v a r i a b l e s Slj- and S2j-9 we o b t a i n 

(3) W, = E t e ) ] 2 ? 2 ^ 1 - P)2 0 ' "^ ' J = 1. 2> 3' ••• • 
m = 0 

J 
We note that if / is the polynomial f(z) = /Z amzm> then 

m = 0 

fe/"V(^e)l2de = £>£. 
.211 

(4) 

We now apply the binomial expansion and (4) to the function f(z) = (p + qz)c , 
where J is a positive integer. The binomial expansion yields 

W / (3) = (p + <7s) 
m = 0 

and using (3) and (4), we obtain 

E[QPV-"]* 

(5) ^/V*«"i^-to[Q]: -2n «/ r , ..^ 2 
2m 2(j-/n) 

LmmoL 2: Let r = 2, p2 = p2, and u^ = M ^ - = £2,7 }> f o r a 1 1 positive inte-
gers j. Then ŵ . < Mj-_i-

P̂ flO/j: Since 
|p + ̂ B | 2 < 1, for 0 £ 6 <. 2n 

and 

the desired result follows from (5) 

p + <7£ie |2 < 1, for 0 < 6 < 211, 
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S2j}» for all positive integers j and let uQ Lmma 3: Let UJ = P{Sl3-
Let dj = yj + 1 - ^ , Q = 0, 1,~2, . .., and let ^0 = 0. Then 

(6) E[dd].= ujp2 + (1 - ud)p. 

VK.00^1 Clearly, dj can assume only the values 0 and 1 with the following 
probabilities: 

Pidj = 0} = 1 - [u-p1 + (1 - u3-)p]9 . 

P{dj = 1} = u.p1 + (1 - Uj)p. 

Since E[dj] = 0 • P{dj = 0} + 1 • P{dj = 1}, we obtain the desired result. 

TkdQfULm: Let a team be composed of n players, with each member playing the 
same two games, G1 and G2• Let the probability of success for each player in 
both games 6̂  and G2 be equal and be denoted by p. Then 

Wn < Wn+1, n = 1, 2, 3, ... . 

VKOOfc Using the definition of Wn, we obtain 

(7) ^n + ] E 
'̂ n-\ 

n + 1 n n(n + 1) L V ^ + J- n' n 

Us ing dj, as defined in Lemma 3, and noting that ^n = /jdj > (7) reduces to 

Wn = 
1 

n(n + 1) 

Using (6), we obtain 

Wn+1 ~ Wn = 

n — x 

J =0 

J=0 

(2^p2 + (1 - Un)p) " ̂ .C^-P2 + (1 " WjOp) 
J=0 n(n + 1) 

Thus, to prove that Wn < Wn+i, it suffices to show that 

n- 1 

(8) ^(^nP2 + (I" ~ Un)p) -]T (UjP2 + (1 " WJ>P) > °  
J=0 

Proving inequality (8) is equivalent to showing that 

n- 1 
(9) nu 

j = 0 j = 1 

Since (9) follows from Lemma 2, we conclude that 

Wn < Wn+i, n = 1, 2, 3, ... . 

It is the author!s conjecture that in the general case discussed in the 
beginning of this paper (r > 2 and p1 not necessarily equal to p2) that Wn 
is a strictly increasing function of n, too. The above proven theorem and 
some elementary numerical computations suggest the truth of this statement, 
but the author has not been able to supply a complete proof. 


