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A Fibonacci-rowed matrix is defined to be a matrix in which each row consists of consecutive Fibonacci numbers in increasing order.

Laderman [1] presented a noncommutative algorithm for multiplying two $3 \times 3$ matrices using 23 multiplications. It still needs 18 multiplications if Laderman's algorithm is applied to the product of two $3 \times 3$ Fibonaccirowed matrices. In this short note, an algorithm is developed in which only 17 multiplications are needed. This algorithm is mainly based on Strassen's result [2] and the fact that the third column of a Fibonacci-rowed matrix is equal to the sum of the other two columns.

Let $C=A B$ be the matrix of the multiplication of two $3 \times 3$ Fibonaccirowed matrices. Define

$$
\begin{aligned}
I & =\left(a_{11}+a_{22}\right)\left(b_{11}+b_{22}\right) \\
I I & =a_{23} b_{11} \\
\text { III } & =a_{11}\left(b_{12}-b_{22}\right) \\
I V & =a_{22}\left(-b_{11}+b_{21}\right) \\
\mathrm{V} & =a_{13} b_{22} \\
\mathrm{VI} & =\left(-\alpha_{11}+a_{21}\right) b_{13} \\
\mathrm{VII} & =\left(a_{12}-a_{22}\right) b_{23}
\end{aligned}
$$

Then
$C=\left[\begin{array}{lll}\mathrm{I}+\mathrm{IV}-\mathrm{V}+\mathrm{VII}+a_{13} b_{31} & \mathrm{III}+\mathrm{V}+\alpha_{13} b_{32} & c_{11}+c_{12} \\ I I+I V+\alpha_{23} b_{31} & \mathrm{I}+\mathrm{III}-\mathrm{II}+\mathrm{VI}+a_{23} b_{32} & c_{21}+c_{22} \\ a_{31} b_{11}+a_{32} b_{21}+a_{33} b_{31} & a_{31} b_{12}+a_{32} b_{22}+\alpha_{33} b_{32} & c_{31}+c_{32}\end{array}\right]$.
There are only 17 multiplications involved in calculating. However, 18 multiplications are needed if Laderman's algorithm [1] is applied, namely

$$
\begin{aligned}
& m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}, m_{7}, m_{8}, m_{11}, m_{12}, \\
& m_{13}, m_{14}, m_{15}, m_{16}, m_{17}, m_{19}, m_{20}, m_{22}
\end{aligned}
$$

(see [1]). In fact, only 18 multiplications are needed if the usual process of multiplication is applied.
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