$$
\begin{gathered}
u=1 /[L: Q]=1 /\left(8 \cdot 3^{3 N-1}\right)=1 /\left(8 \cdot 3^{3 M-4}\right)>0 . \\
\text { 5. CONCLUDING REMARK }
\end{gathered}
$$

Further problems concerning the residues of $n^{n}(\bmod p)$, where $1 \leq n \leq p-1$, are obtaining better upper and lower bounds for the number of distinct residues appearing among $\left\{n^{n}\right\}$ and determing estimates for the number of times that residues other than $\pm 1$ may occur.
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## A GENERALIZATION OF A PROBLEM OF STOLARSKY <br> MARY E. GBUR <br> Texas A\&M University, College Station, TX 77843

For fixed positive integer $k \geq 1$, we set

$$
a_{k}=[\bar{k}]=\frac{k+\sqrt{k^{2}+4}}{2}
$$

a real number with completely periodic continued fraction expansion and period of length one. For all integers $n \geq 1$, we use $f_{k}(n)$ to denote the nearest integer to $n \alpha_{k}$.

Using this notation, we define an array $\left(b_{i, j}^{(k)}\right)$ as follows. The first row has

$$
b_{1,1}^{(k)}=1 \text { and } b_{1, j}^{(k)}=f\left(b_{1, j-1}^{(k)}\right) \text {, for all } j \geq 2 .
$$

After inductively setting $b_{i, 1}^{(k)}$ to be the smallest integer that has not occurred in a previous row, we define the remainder of the $i$ th row by

$$
b_{i, j}^{(k)}=f_{k}\left(b_{i, j-1}^{(k)}\right), \text { for all } j \geq 2
$$

K. Stolarsky [4] developed this array for $k=1$, showed that each positive integer occurs exactly once in the array, and proved that any three consecutive entries of each row satisfy the Fibonacci recursion. The latter result can be viewed as a generalization of a result of V. E. Hoggatt, Jr. [3, Theorem III]. In Theorem 1, we prove an analogous result for general $k$.
Theorem 1: Each positive integer occurs exactly once in the array $\left(b_{i, j}^{(k)}\right)$. Moreover, the rows of the array satisfy

$$
b_{i, j+2}^{(k)}=k b_{i, j+1}^{(k)}+b_{i, j}^{(k)} \text {, for all } i, j \geq 1
$$

Proof: By construction, each positive integer occurs at least once. For $m \neq n$ we have $\left|(n-m) a_{k}\right|>1$ and so $f_{k}(m) \neq f_{k}(n)$. Since the first column entry is the smallest in any row, every positive integer occurs exactly once.

Since

$$
b_{i, j+2}^{(k)}=f_{k}\left(b_{i, j+1}^{(k)}\right)=f_{k}\left(f_{k}\left(b_{i, j}^{(k)}\right)\right),
$$

it suffices to show that $f_{k}\left(f_{k}(m)\right)=k f_{k}(m)+m$, for all $m \geq 1$. For any $m \geq 1$, $f_{k}(m)=m \alpha_{k}+r$ for some $|r| \leq 1 / 2$. Hence

$$
\left(a_{k}-k\right) f_{k}(m)=\frac{1}{a_{k}}\left(m a_{k}+r\right)=m+\frac{r}{a_{k}}, \text { where }\left|\frac{p}{a_{k}}\right|<\frac{1}{2 a_{k}}<\frac{1}{2} .
$$

This implies that $f_{k}\left(f_{k}(m)\right)=k f_{k}(m)+m$, completing the proof.
For all integers $i \geq 1$, we set

$$
b_{i, 0}^{(k)}=b_{i, 2}^{(k)}-k b_{i, 1}^{(k)} .
$$

For $k=1$, Stolarsky [4] considered the sequence $\left\{b_{i, 0}^{(1)}\right\}$ of differences and asked whether or not the sequence was a subset of the union of the first and second columns of ( $b_{i, j}^{(1)}$ ). The following theorem shows that, for $k \geq 2$, no analogous result can hold.

Theorem 2: For $k \geq 2$, every positive integer occurs at least $k-1$ times in the sequence of differences. For $k=1, D$ is a difference if and only if $D$ occurs twice in the sequence $\left\{f_{1}(n)-n\right\}$.

Proof: Fix $k \geq 1$. If we append the difference $b_{i, 0}^{(k)}$ to the beginning of the ith row of the array, this new augmented array contains (with the same multiplicity) all the elements of the sequence with general term $f_{k}(n)-k n$; that is, the nearest integer to $n\left(\alpha_{k}-k\right)$.

Since $a_{k}-k<1 / k$, every positive integer must occur at least $k$ times in the sequence $\left\{f_{k}(n)-k n\right\}$. On the other hand, in Theorem 1 we showed that the unaugmented array contains each positive integer exactly once. Therefore, for $k \geq 2$, every positive integer occurs at least $k-1$ times in $\left.\left\{b_{i}^{(k)},\right\}_{0}\right\}$.

From $a_{1}-1>1 / 2$, we know that any integer can occur at most twice in the sequence $\left\{f_{1}(n)-n\right\}$. Then, since $\left.\left\{b_{i}^{(1)}\right)_{0}\right\}$ is the modification of $\left\{f_{1}(n)-n\right\}$ obtained by deleting one copy of the set of positive integers, $D$ is a difference for $k=1$ if and only if $D$ occurs twice in $\left\{f_{1}(n)-n\right\}$.
J. C. Butcher [1] and M. D. Hendy [2] have independently proved Stolarsky's conjecture and also have shown that the sequence of differences, for $k=1$, is exactly the union of the first and second columns. In the remainder of this note we give another proof of these facts.

The following is an extension of Lemma 1 in [1].
Lemma 1: For any positive integers $i, k, j+1$,

$$
\frac{1}{2 a_{k}^{j}}<\left|b_{i, j}^{(k)} a_{k}-b_{i, j+1}^{(k)}\right|<\frac{1}{2 a_{k}^{j-1}} .
$$

Proob: By definition of $b_{i, 1}^{(k)}$, the left inequality holds for $j=0$. Also, since $\bar{b}\left(k, 2\right.$ is the nearest integer of $b_{i, 1}^{(k)} a_{k}$, we have

$$
\left|b_{i, 0}^{(k)} a_{k}-b_{i, 1}^{(k)}\right|=a_{k}\left|b_{i, 0}^{(k)}-b_{i, 1}^{(k)} \frac{1}{a_{k}}\right|=a_{k}\left|b_{i, 2}^{(k)}-b_{i, 1}^{(k)} a_{k}\right|<\frac{a_{k}}{2},
$$

proving the right inequality for $j=0$.
From the recursion formula to Theorem 1 we obtain

$$
b_{i, j}^{(k)} a_{k}-b_{i, j+1}^{(k)}=a_{k}\left(b_{i, j+2}^{(k)}-a_{k} b_{i, j+1}^{(k)}\right) .
$$

Therefore, the lemma follows by induction from our verification for $j=0$.
We henceforth only consider $k=1$. Therefore, we suppress the index $k$ and let $a=a_{1}=\frac{1+\sqrt{5}}{2}$ for the remainder of this paper.

Definition: Let $D$ be a positive integer. We call $D$ early if either $D=b_{i, 1}$ or $\bar{D}=b_{i, 2}$ for some $i \geq 1 . \quad D$ is called late if $D=b_{i, j}$ for some $i \geq 1, j \geq 3$.

The following corollary is a consequence of Lemma 1 and Theorem 1.
Corollary: Let $D$ be a positive integer. Then $D$ is early if and only if

$$
\begin{aligned}
& \min _{n}|D-n a|>\frac{1}{2 a} \\
& \min _{n}|D-n a|<\frac{1}{2 a},
\end{aligned}
$$

$D$ is late if and only if
where each minimum is taken over the set of integers.
Proob: By Theorem 1 there exist $i, j \geq 1$ for which $D=b_{i, j}$. By definition, $b_{i, j+1}$ is the nearest integer to $D a$. Therefore, from Lemma 1 ,

$$
\begin{equation*}
\frac{1}{2 a^{j}}<\left|b_{i, j} a-b_{i, j+1}\right|=\min _{n}|D a-n|<\frac{1}{2 a^{j-1}} \tag{1}
\end{equation*}
$$

Since $D$ is an integer,

$$
\min _{n}|D a-n|=\min _{n}|D(a-1)-n|=\frac{1}{a} \min |D-n a| .
$$

Hence, (1) implies that

$$
\frac{1}{2 \alpha^{j-1}}<\min _{n}|D-n a|<\frac{1}{2 a^{j-2}},
$$

completing the proof.
Lemma 2: For any three (two) consecutive integers, at most two (at least one) are differences. Also, if both $N \pm 1$ are not differences, then both $N-2$ and $N$ - 3 are differences.

Proot: First, we suppose that the three consecutive integers $N, N \pm 1$ are differences. Then by Theorem 2 there exists an integer $b$ for which
that is,

$$
\frac{b}{a}+\frac{1}{2}>N-1 \text { and } \frac{b+5}{a}+\frac{1}{2}<N+2
$$

$$
\frac{b+5}{a}-\frac{3}{2}<N<\frac{b}{a}+\frac{3}{2},
$$

which contradicts $\alpha<5 / 3$. Since $\alpha>3 / 2$, the alternative statement follows similarly from Theorem 3.

By the alternative statements, if neither $N \pm 1$ is a difference, then both $N$ and $N-2$ are differences. Therefore, if $N-3$ were to occur only once we would contradict $a>8 / 5$.
Theorem 3: $D$ is a difference if and only if $D$ is early.
Proof: We suppose, on the contrary, that there exists a smallest integer $D$ for which the theorem fails.

First, we assume that $D$ is early but not a difference. By Lemma 2, D - 1 must be a difference and, by our assumption on $D$, is therefore early. Let na be the smallest multiple of $a$ greater than $D-1$. Since both $D-1$ and $D$ are early and $\alpha=1+1 / \alpha$, the corollary implies that

Hence

$$
\begin{equation*}
D-1+\frac{1}{2 a}<n a<D-\frac{1}{2 a} . \tag{2}
\end{equation*}
$$

$$
|(D-2)-(n-1) a|<\frac{1}{2 a},
$$

and so, by the corollary, $D-2$ is late. From our assumption on $D$, we thus obtain that $D-2$ is not a difference. Because neither $D$ nor $D-2$ is a difference, by Lemma 2 both $D-3$ and $D-4$ are differences; thus $D-3$ and $D-4$ are early, and (2) implies that

$$
D-4+\frac{1}{2 a}<(n-2) a<D-3-\frac{1}{2 a}
$$

Combining this with (2) and successively manipulating, we obtain

$$
\begin{gather*}
D+\frac{5}{2} a-\frac{9}{2}=D-4+2 a+\frac{1}{2 a}<n a<D-\frac{1}{2 a}=D-\frac{a}{2}+\frac{1}{2} \\
n a+\frac{a}{2}-\frac{1}{2}<D<n a-\frac{5}{2} a+\frac{9}{2} \\
n+1-\frac{a}{2}=n+\frac{1}{2}-\frac{1}{2 a}<\frac{D}{a}<n-\frac{5}{2}+\frac{9}{2 a}=n+\frac{9}{2} a-7 . \tag{3}
\end{gather*}
$$

On the other hand, by Theorem 2 there exists an integer $b$ for which
that is,

$$
\frac{b}{a}+\frac{1}{2}<D-2 \text { and } \frac{b+5}{a}+\frac{1}{2}>D+1
$$

$$
b-D+\frac{5}{2} a<D a-D=\frac{D}{a}<b-D+5-\frac{a}{2}
$$

Comparing this with (3), we have

$$
n+1-\frac{a}{2}<b-D+5-\frac{a}{2} \text { and } n+\frac{9}{2} a-7>b-D+\frac{5}{2} a
$$

that is, the integer $b-d$ satisfies

$$
n-4<b-D<n-7+2 a<n-3,
$$

a contradiction.
Therefore, $D$ is a late difference. By the corollary there exists an integer $n$ for which

$$
|n a-D|<\frac{1}{2 a}
$$

Hence

$$
|(n-1) a-(D-1)|>\frac{1}{2 a}
$$

and, by the corollary, $D-1$ is early and so is a difference. Since $D-1$ and $D$ are both differences, Lemma 2 implies that $D-2$ cannot be a difference and so is late. Therefore,

$$
|(n-1) a-(D-2)|<\frac{1}{2 a}
$$

Combining this with the previous inequality

$$
|n a-D|<\frac{1}{2 a}
$$

we have

$$
D-\frac{1}{2 a}<n a<D-2+\frac{1}{2 a}+a .
$$

We manipulate this to get the following two sets of inequalities:
and

$$
\begin{equation*}
n-4+\frac{5}{2} a<\frac{D}{a}<n+1-\frac{a}{2}, \tag{4}
\end{equation*}
$$

$$
D-4+\frac{1}{2 a}<D-\frac{1}{2 \alpha}-2 a<(n-2) a<D-2+\frac{1}{2 a}-a=D-3-\frac{1}{2 \alpha} .
$$

The latter implies that both $D-3$ and $D-4$ are early and so, by assumption, are differences. Therefore, by Theorem 2 there exists an integer $b$ for which
that is,

$$
\frac{b}{a}+\frac{1}{2}>D-4 \text { and } \frac{b+8}{a}+\frac{1}{2}<D+1
$$

$$
b-D+8-\frac{a}{2}<\frac{D}{a}<b-D+\frac{9}{2} a .
$$

Comparing this with (4), we obtain

$$
n-8<n-4-2 a<b-D<n-7,
$$

which is contrary to the fact that $b-D$ and $n$ are integers.
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INTRODUCTION
It has been observed empirically by various authors (cf. Raimi [5] and his references) that the numbers in "random" tables of physical or other data tend to begin with low digits more frequently than one might on first consideration expect. In fact, in place of the plausible-looking frequency of $1 / 9$, it is found that for the numbers with first significant digit equal to

$$
a \in\{1,2, \ldots, 9\}
$$

in any particular table the observed proportion is often approximately equal to

$$
\log _{10}\left(1+\frac{1}{a}\right)
$$

A variety of explanations have been put forward for this surprising phenomenon.
Although more general cases have also been considered, most people might agree that it should suffice to consider only sets of positive integers, since empirical data are normally listed in terms of finite lists of numbers with finite decimal expansions (for which the signs or positions of decimal points are immaterial here). On accepting this simplification, the common tendency

