# ON DETERMINANTS WHOSE ELEMENTS ARE RECURRING SEQUENCES OF ARBITRARY ORDER 

Richard André-Jeannin
Ecole Nationale d'Ingénieurs de Sfax, Tunisia
(Submitted October 1989)
Some years ago, Carlitz [1] and Zeitlin [2] calculated determinants of the form $\left|w_{a+k(i+j)}^{r}\right|(i, j=0,1, \ldots, r)$, where $\left\{w_{n}\right\}$ is a second-order recurring sequence. More generally, the aim of this paper is to obtain a closed form for the $s \times s$ determinant

$$
\Delta_{w}\left[\left.\begin{array}{lll}
i_{1}, & \ldots, & i_{r}  \tag{1}\\
j_{1}, & \ldots, & j_{r}
\end{array} \right\rvert\,\right]=\left|\begin{array}{llll}
w_{a}, & w_{a+j_{1}}, & \ldots, & w_{a+j_{r}} \\
w_{a+i_{1}}, & w_{a+i_{1}+j_{1}}, & \ldots, & w_{a+i_{1}+j_{r}} \\
\vdots & & \vdots \\
\vdots & & \dot{w}_{a+i_{r}+j_{r}}
\end{array}\right|,
$$

where $s=r+1$ and $\alpha, i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r}$ are integers, when $\left\{w_{n}\right\}$ satisfies the recurrence of order $s$,

$$
\begin{equation*}
w_{n}=\sum_{k=1}^{s}(-1)^{k-1} \sigma_{k} w_{n-k}, \quad n \in \mathbb{Z} \tag{2}
\end{equation*}
$$

where $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{s}$ are complex numbers, with $\sigma_{s} \neq 0$.
We shall often write $\Delta_{j_{1}, j_{2}, \ldots, j_{r}}^{i_{1}, i_{2}, \ldots, i_{r}}$ instead of $\Delta_{w}\left[\left.\begin{array}{lll}i_{1}, \ldots, & i_{r} \\ j_{1}, \ldots, & j_{r}\end{array} \right\rvert\, a\right]$.
We want to obtain an expression of $\Delta_{\omega}$ in terms of the Fibonacci solution $\left\{u_{n}^{(s)}\right\}$ of (2), whose initial conditions are:

$$
\begin{equation*}
u_{0}^{(s)}=u_{1}^{(s)}=\cdots=u_{r-1}^{(s)}=0 ; \quad u_{r}^{(s)}=1 \tag{3}
\end{equation*}
$$

We define the characteristic number $e_{w}$ of the sequence $\left\{\omega_{n}\right\}$ by

$$
e_{\omega}=\Delta_{w}\left[\left.\begin{array}{llll}
1,2, \ldots, r \\
1, & 2, \ldots, r
\end{array} \right\rvert\, 0\right]=\left|w_{i+j}\right| \quad(i, j=0,1, \ldots, r) .
$$

Note that, for the Fibonacci sequence $\left\{u_{n}^{(s)}\right\}$, we have, by (3) and (4),

$$
e_{u(s)}=(-1)^{\frac{r(r+1)}{2}}=(-1)^{\frac{r s}{2}}
$$

## 1. A Particular Case

In this section we assume that the characteristic polynomial of (2) admits distinct roots $\alpha_{1}, \ldots, \alpha_{s}$, and that $\alpha_{i} / \alpha_{j}$ is not a root of unity, for distinct $i$ and $j$. In that case, there exist complex numbers $C_{1}, \ldots, C_{s}$, such that

$$
w_{n}=\sum_{i=1}^{s} C_{i} \alpha_{i}^{n}, \quad n \in \mathbb{Z}
$$

Notice also that

$$
\sigma_{s}=\prod_{i=1}^{s} \alpha_{i}
$$

The statement of the main result of this section is
Theorem I: $\Delta_{w}\left[\left.\begin{array}{llll}k & 2 k, \ldots, r k \\ k, & 2 k, \ldots, r k\end{array} \right\rvert\, a\right]=C_{1} \ldots C_{s} \sigma_{s}^{a} V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}$

$$
=e_{w} \sigma_{s}^{\alpha} \frac{V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}}{V\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{2}}
$$

where $V\left(\alpha_{1}, \ldots, \alpha_{s}\right)=\prod_{i>j}\left(\alpha_{i}-\alpha_{j}\right)$ is the Vandermonde determinant.
The proof will require the following result.
Lemma I: $e_{\omega}=C_{1} \ldots C_{s} V\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{2}$.
Proof: From the equality between matrices

$$
\left[w_{i+j}\right]=\left[C_{j+1} \alpha_{j+1}^{i}\right]\left[\alpha_{i+1}^{j}\right] \quad(i, j=0,1, \ldots, r),
$$

and passing to determinants, we obtain

$$
\begin{aligned}
e_{\omega} & =\left|C_{j+1} \alpha_{j+1}^{i}\right|\left|\alpha_{i+1}^{j}\right| \quad(i, j=0,1, \ldots, r) \\
& =C_{1} \ldots C_{s}\left|\alpha_{j+1}^{i}\right|^{2} \\
& =C_{1} \ldots C_{s} V\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{2} . \quad \text { Q.E.D. }
\end{aligned}
$$

Proof of Theorem I: Let us consider the sequence $\left\{\omega_{n}^{\prime}\right\}$, with $\omega_{n}^{\prime}=\omega_{a+k n}$. Then we have
(5) $\quad \omega_{n}^{\prime}=\sum_{i=1}^{s} C_{i} \alpha_{i}^{a}\left(\alpha_{i}^{k}\right)^{n}$,
and, since the $\alpha_{i}^{k}$ are distinct, $\left\{\omega_{n}^{\prime}\right\}$ satisfies a recurrence

$$
w_{n}^{\prime}=\sum_{m=1}^{s}(-1)^{m-1} \sigma_{m}^{\prime} \omega_{n-m}^{\prime}
$$

with

$$
\sigma_{m}^{\prime}=\sum_{1 \leq i_{1}<\cdots<i_{m} \leq s} \alpha_{i_{1}}^{k} \ldots \alpha_{i_{m}}^{k} .
$$

Clearly we have, with the above notations,

$$
\Delta_{w}\left[\left.\begin{array}{llll}
k, & 2 k, & \ldots, & r k \\
k, & 2 k, & \ldots, & r k
\end{array} \right\rvert\, a\right]=\Delta_{w^{\prime}}\left[\left.\begin{array}{llll}
1, & 2, & \ldots, & r \\
1, & 2, & \ldots . & r
\end{array} \right\rvert\, 0\right]=e_{w^{\prime}} .
$$

However, by Lemma I and (5), we have

$$
\begin{aligned}
e_{w^{\prime}} & =\left[\prod_{i=1}^{s} C_{i} \alpha_{i}^{a}\right] V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2} \\
& =C_{1} \ldots C_{s} \sigma_{s}^{a} V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}=e_{w} \sigma_{s}^{a} \frac{V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}}{V\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{2}}
\end{aligned}
$$

## Applications:

(i) Put $\alpha=n-r k$ in the formula of Theorem I to get

$$
\begin{align*}
\Delta_{w}\left[\left.\begin{array}{llll}
k, & 2 k, \ldots, r k \\
k, & 2 k, \ldots, r k
\end{array} \right\rvert\, n-r k\right] & =C_{1} \ldots C_{s} \sigma_{s}^{n-r k} V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}  \tag{6}\\
& =e_{w} \sigma_{s}^{n-r k} \frac{V\left(\alpha_{1}^{k}, \ldots, \alpha_{s}^{k}\right)^{2}}{V\left(\alpha_{1}, \ldots, \alpha_{s}\right)^{2}}
\end{align*}
$$

$$
\begin{aligned}
& \text { In the case } s=2 \text {, we obtain } \\
& \qquad \begin{aligned}
w_{n-k} \omega_{n+k}-w_{n}^{2} & =C_{1} C_{2} \sigma_{2}^{n-k}\left(\alpha_{1}^{k}-\alpha_{2}^{k}\right)^{2}=e_{w} \sigma_{2}^{n-k} \frac{\left(\alpha_{2}^{k}-\alpha_{1}^{k}\right)^{2}}{\left(\alpha_{2}-\alpha_{1}\right)^{2}} \\
& =e_{w} \sigma_{2}^{n-k}\left(u_{k}^{(2)}\right)^{2},
\end{aligned}
\end{aligned}
$$

which is the well-known Catalan relation; thus, (6) is a generalization of this result.
(ii) We can also study the sequence $\left\{w_{n}^{r}\right\}$, where $\left\{w_{n}\right\}$ satisfies the secondorder recurrence

$$
w_{n}=p w_{n-1}-q w_{n-2},
$$

whence

$$
w_{n}=C_{1} \alpha_{1}^{n}+C_{2} \alpha_{2}^{n} .
$$

Assuming that $\alpha_{1} / \alpha_{2}$ is not a root of unity, we get

$$
\begin{equation*}
w_{n}^{r}=\sum_{i=0}^{r}\binom{r}{i} C_{1}^{i} C_{2}^{r-i}\left(\alpha_{1}^{i} \alpha_{2}^{r-i}\right)^{n}, \tag{7}
\end{equation*}
$$

where the $\alpha_{1}^{i} \alpha_{2}^{r-i}$ are distinct. Hence, $\left\{w_{n}^{r}\right\}$ satisfies a recurrence of type (2), with

$$
\begin{equation*}
\sigma_{s}=\prod_{i=0}^{r} \alpha_{1}^{i} \alpha_{2}^{r-i}=\left(\alpha_{1} \alpha_{2}\right)^{\frac{r s}{2}}=q^{\frac{r s}{2}} \tag{8}
\end{equation*}
$$

By application of Theorem I, we obtain a new proof of a known result (see [1], [2]).
Corollary I: $\left|w_{a+k(i+j)}^{r}\right| \quad(i, j=0, \ldots, r)$

$$
=e_{w}^{\frac{r_{s}}{2}} q^{\frac{a r_{s}}{2}+\frac{k r\left(r^{2}-1\right)}{3}} \sum_{i=0}^{r}\binom{r}{i} \sum_{i=1}^{r}\left(u_{k i}^{(2)}\right)^{2} .
$$

Proof: By Theorem I, (7), and (8), we get

$$
\begin{align*}
\left|w_{a+k(i+j)}^{r}\right| & =\Delta_{w^{r}}\left[\left.\begin{array}{llll}
k, & 2 k, \ldots, r k \\
k, & 2 k, \ldots, & r k
\end{array} \right\rvert\, \alpha\right]  \tag{9}\\
& =\prod_{i=0}^{r}\binom{r}{i} C_{1}^{i} C_{2}^{r-i} \cdot q^{\frac{a r s}{2}} \cdot V\left(\alpha_{2}^{r}, \alpha_{1} \alpha_{2}^{r-1}, \ldots, \alpha_{1}^{r}\right)^{2} \\
& =\prod_{i=0}^{r}\binom{r}{i} \cdot\left(C_{1} C_{2}\right)^{\frac{r s}{2}} \cdot V\left(\alpha_{2}^{r}, \alpha_{1} \alpha_{2}^{r-1}, \ldots, \alpha_{1}^{r}\right)^{2},
\end{align*}
$$

and it can be shown (see [1], p. 130) that the value of the Vandermonde determinant is

$$
\begin{equation*}
\left(\alpha_{1}-\alpha_{2}\right)^{\frac{r s}{2}} q^{\frac{k r\left(r^{2}-1\right)}{6}} \prod_{i=1}^{r}\left(u_{k i}^{(2)}\right)^{r-i+1} \tag{10}
\end{equation*}
$$

The result follows now from (9) and (10) since, by Lemma I,

$$
e_{\omega}=C_{1} C_{2}\left(\alpha_{1}-\alpha_{2}\right)^{2}
$$

## 2. The General Results

In what follows, we do not make any assumption about the roots of the characteristic equation, and we put again $s=r+1$. In this section we shall prove the following theorem.
Theorem II: Let $\left\{\omega_{n}\right\}$ be any solution of the recurrence (2). For all integers $a, i_{1}, i_{2}, \ldots, i_{r}, j_{1}, j_{2}, \ldots, j_{r}$, we have

$$
\Delta_{w}\left[\left.\begin{array}{lll}
i_{1}, & \ldots, & i_{r}  \tag{11}\\
j_{1}, & \ldots, & j_{r}
\end{array} \right\rvert\, a=\sigma_{s}^{a} e_{w} \delta_{i_{1}}, \ldots, i_{r} \delta_{j_{1}}, \ldots, j_{r}\right.
$$

where $\delta_{i_{1}}, \ldots, i_{r}$ is the $r \times r$ determinant

$$
\delta_{i_{1}}, \ldots, i_{r}=\left|u_{i_{p}+q-1}^{(s)}\right|, \quad(p, q=1,2, \ldots, r)
$$

From Theorem II, we get a corollary which can be compared with (6).
Corollary II (Catalan's relation): For all integers $n$ and $k$, we have

$$
\Delta_{w}\left[\left.\begin{array}{llll}
k, & 2 k, & \ldots, & r k  \tag{12}\\
k, & 2 k, & \ldots, & r k
\end{array} \right\rvert\, n-r k\right]=\sigma_{s}^{n-r k} e_{w} \delta_{k}^{2}, 2 k, \ldots, r k
$$

Proof: Put $a=n-r k, j_{m}=i_{m}=m k, 1 \leq m \leq r$, in the general formula (11).
For example, in the case $s=2$, (12) becomes

$$
w_{n-k} w_{n+k}-w_{n}^{2}=\sigma_{2}^{n-k}\left(u_{k}^{(2)}\right)^{2}
$$

and, in the case $s=3$,

$$
\left|\begin{array}{lll}
w_{n-2 k} & w_{n-k} & w_{n+k} \\
w_{n-k} & w_{n} & w_{n+k} \\
w_{n} & w_{n+k} & w_{n+2 k}
\end{array}\right|=\sigma_{3}^{n-2 k} e_{\omega}\left|\begin{array}{ll}
u_{k}^{(3)} & u_{2 k}^{(3)} \\
u_{k+1}^{(3)} & u_{2 k+1}^{(3)}
\end{array}\right|^{2}
$$

## 3. Proof of Theorem II

We shall need the following results.
Lemma II:
(i) For all integers $i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r}$,

$$
\Delta_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}=\Delta_{i_{1}}^{j_{1}}, \ldots, j_{r}
$$

(ii) For all integers $i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r}$, and all $1 \leq p \leq r$, we have

$$
\Delta_{j_{1}, \ldots, j_{p}}^{i_{1}, \ldots, j_{r}}=\sum_{k=1}^{s}(-1)^{k-1} \sigma_{k} \Delta_{j_{1}, \ldots, j_{p}-k}^{i_{1}, \ldots, i_{r}}
$$

and

$$
\delta_{i_{1}}, \ldots, i_{p}, \ldots, i_{r}=\sum_{k=1}^{s}(-1)^{k-1} \sigma_{k} \delta_{i_{1}}, \ldots, i_{p}-k, \ldots, i_{r}
$$

(iii) If $\tau$ is a permutation of $\{1,2, \ldots, r\}$ of $\operatorname{sign} \varepsilon(\tau)$, then for all integers $i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r}$,

$$
\Delta_{j_{\tau(1)}, \ldots, j_{\tau(r)}}^{i_{1}, \ldots, i_{r}}=\varepsilon(\tau) \Delta_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}
$$

and

$$
\delta_{j_{\tau(1)}}, \ldots, j_{\tau(r)}=\varepsilon(\tau) \delta_{j_{1}}, \ldots, j_{r}
$$

(iv) If $j_{k}=j_{l}$ for distinct $k$ and $\ell$ or if there exists $k$ such that $j_{k}=0$, then

$$
\Delta_{j_{1}, \ldots, j_{r}}^{i_{1}, \ldots, i_{r}}=\delta_{j_{1}, \ldots, j_{r}}=0
$$

Proof: This is an immediate consequence of the properties of determinants.
Lemma III: Let us consider two sequences $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$, with $n=\left(n_{1}, \ldots, n_{t}\right)$ $\in \mathbb{Z}^{t}$, such that, for all $n \in \mathbb{Z}^{t}$, and all $1 \leq p \leq t$,
and

$$
\begin{equation*}
X_{n_{1}}, \ldots, n_{p}, \ldots, n_{t}=\sum_{k=1}^{s}(-1)^{k-1} \sigma_{k} X_{n_{1}}, \ldots, n_{p}-k, \ldots, n_{t} \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
Y_{n_{1}}, \ldots, n_{p}, \ldots, n_{t}=\sum_{k=1}^{s}(-1)^{k-1} \sigma_{k} Y_{n_{1}}, \ldots, n_{p}-k, \ldots, n_{t} \tag{14}
\end{equation*}
$$

If $X_{n}=Y_{n}$ holds for all $n$ belonging to
(15) $\quad C_{t}=\left\{n \in \mathbb{Z}^{t}, 0 \leq n_{p} \leq r, 1 \leq p \leq t\right\}$,
then

$$
\begin{equation*}
X_{n}=Y_{n} \text { holds for all } n \in \mathbb{Z}^{t} \tag{16}
\end{equation*}
$$

Proof: By induction on $t$. The statement is well known for $t=1$. Let us suppose that (16) holds up to a certain $t \geq 1$. For the inductive step $t \rightarrow t+1$, fix an integer $m$ and consider the sequences $\left\{x_{n}^{(m)}\right\}$ and $\left\{y_{n}^{(m)}\right\}$, with $n=\left(n_{1}\right.$, ..., $n_{t}$ ) defined by

$$
x_{n}^{(m)}=X_{n_{1}}, \ldots, n_{t}, m \quad \text { and } \quad y_{n}^{(m)}=Y_{n_{1}}, \ldots, n_{t}, m
$$

By definition, $x_{n}^{(m)}=y_{n}^{(m)}$ holds for all $n \in C_{t}$ and all $0 \leq m \leq r$, and by the induction hypothesis,

$$
x_{n}^{(m)}=y_{n}^{(m)} \text { for } n \in \mathbb{Z}^{t} \text { and } 0 \leq m \leq r
$$

Now, fix $n \in \mathbb{Z}^{t}$ and consider the sequences $x_{m}^{\prime}$ and $y_{m}^{\prime}$, defined by

$$
x_{m}^{\prime}=X_{n_{1}}, \ldots, n_{t}, m \quad \text { and } \quad y_{m}^{\prime}=Y_{n_{1}}, \ldots, n_{t}, m
$$

We have $x_{m}^{\prime}=y_{m}^{\prime}$ for $0 \leq m \leq r$, and the same equality holds for all integers $m$, since by (13) $\left\{x_{m}^{\prime}\right\}$ and $\left\{y_{m}^{\prime}\right\}$ satisfy a recurrence relation of order $s$. This concludes the proof of Lemma 3.

Proof of Theorem 2:
Step 1: We prove that, for all integers $i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{r}$,
$\Delta_{j_{1}}^{i_{1}}, \ldots, i_{r}=j_{r}^{i_{1}}, \ldots, i_{r}(-1)^{\frac{r(r-1)}{2}} \delta_{j_{1}}, \ldots, j_{r}$.
Let us fix $i_{1}, \ldots, i_{r}$. By Lemma 2 (ii) and Lemma 3, it suffices to show that (17) holds for $j_{l}, \ldots, j_{r}$ belonging to the set

$$
C_{r}=\left\{\left(j_{1}, \ldots, j_{r}\right) \in \mathbb{Z}^{r}, 0 \leq j \leq r, 1 \leq p \leq r\right\}
$$

If one of the conditions of Lemma 2 (iv) is satisfied, then (17) clearly holds. Therefore, we have only to consider the case where $\left(j_{1}, \ldots, j_{p}\right)$ is a permutation of (1, 2, ..., r). By a direct calculation,

$$
\delta_{1}, \ldots, r=(-1)^{\frac{r(r-1)}{2}}
$$

whence (17) holds for $\left(j_{1}, \ldots, j_{r}\right)=(1,2, \ldots, r)$, and by Lemma $2(i i i)$, the equality holds for every permutation of ( $1,2, \ldots, r$ ).

Step 2: By Lemma 2 (i) and Step 1, the following statement holds:

$$
\Delta_{1,2, \ldots, r}^{i_{1}}, \ldots, i_{r}=\Delta_{i_{1}, \ldots, i_{r}}^{1,2, \ldots, r}=\Delta_{1,2, \ldots, r}^{1,2, \ldots, r}(-1)^{\frac{r(r-1)}{2}} \delta_{i_{1}}, \ldots, i_{r}
$$

Hence, (17) becomes
(18) $\quad \Delta_{j_{1}}^{i_{1}, \ldots, i_{r}}=\Delta_{1,2}^{1,2, \ldots, r} \delta_{i_{1}}, \ldots, i_{r} \quad \delta_{j_{1}}, \ldots, j_{r}$.

Now, it is known (see [3], p. 99) that

$$
\Delta_{1,2, \ldots, r}^{1,2, \ldots, r}=\delta_{s}^{a} e_{w}
$$

By this and (18), the proof is complete.

$$
\begin{aligned}
& \text { For a second-order recurring sequence, (11) becomes } \\
& w_{a} w_{a+i+j}-w_{a+i} w_{a+j}=\sigma_{2}^{a} e_{\omega} u_{i}^{(2)} u_{j}^{(2)}
\end{aligned}
$$

When giving particular values to $\alpha, i$, and $j$, one can deduce from this some well-known identities.
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